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Preface

These lectures are based on a book I recently wrote with HarisSkokos, published by
Springer [52]. Their main purpose is to present, in an introductory and pedagogical
way, a number of important recent developments in the dynamics of Hamiltonian
systems ofN degrees of freedom. This is a subject with a long and glorioushis-
tory, which continues to be actively studied due to its many applications in a wide
variety of scientific fields, the most important of them being: classical mechanics,
astronomy, optics, electromagnetism, solid state physics, quantum mechanics and
statistical mechanics.

Even in such diverse areas as biology, chemistry or engineering, when the oscil-
lations of mutually interacting elements arise, a Hamiltonian formulation can prove
especially useful, as long as dissipation phenomena can be considered negligible.
This situation occurs, for example, in weakly oscillating mechanical structures, low
resistance electrical circuits, energy transport processes in macromolecular models
of motor proteins or vibrating DNA double helical structures.

Let us briefly review some basic facts about Hamiltonian dynamics, before pro-
ceeding to describe the contents of these lectures:

The fundamental property of Hamiltonian systems is that they are derived from
Hamilton’s Principle of Least Action and are intimately related to the conservation
of volume under time evolution in the phase space of their position and momentum
variablesqk, pk, k = 1,2, . . . ,N, defined in the Euclidean phase spaceR

2N. Their
associated system of (first order) differential equations of motion is obtained from
a Hamiltonian functionH, which depends on the phase space variables and perhaps
also time. IfH is explicitly time-independent, it represents a first integral of the
motion expressing the conservation of total energy of the Hamiltonian system. The
dynamics of this system is completely described by the solutions (trajectories or
orbits) of Hamilton’s equations, which lie on a(2N−1)-dimensional manifold, the
so-called “energy surface”,H(q1, . . . ,qN, p1, . . . , pN) = E.

This constant energy manifold can be compact or not. If it is not, some orbits may
escape to infinity, thus providing a suitable framework for studying many problems
of interest to the dynamics of scattering phenomena. In these lectures, however, we
shall be exclusively concerned with the case where the constant energy manifold is
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compact. In this situation, the well-known theorems of Liouville-Arnol’d (LA) and
Kolmogorov-Arnol’d-Moser (KAM) rigorously establish twoimportant facts [20]:

The LA Theorem:If N−1 global, analytic, single-valued integrals exist (besides
the Hamiltonian) that are functionally independent and in involution (the Poisson
bracket of any two of them vanishes), the system is calledcompletely integrable,
as its equations can in principle be integrated by quadratures to a single integral
equation expressing the solution curves. Moreover, these curves generally lie on
N-dimensional toriand are either periodic or quasiperiodic functions ofN incom-
mensurate frequencies.

The KAM theorem:If H can be written in the formH = H0+ εH1 of anε pertur-
bation of a completely integrable Hamiltonian systemH0, most(in the sense of pos-
itive measure) quasiperiodic tori persist for sufficientlysmallε. This establishes the
fact that many near-integrable Hamiltonian systems (like the solar system for exam-
ple!) are “globally stable” in the sense that most of their solutions around an isolated
stable-elliptic equilibrium point or periodic orbit are “regular” or “predictable”.

And what about Hamiltonian systems which are far from integrable? As has
been rigorously established and numerically amply documented, they possess near
theirunstableequilibria and periodic orbits dense sets of solutions which are called
chaotic, as they are characterized by an extremely sensitive dependence on ini-
tial conditions known aschaos. These chaotic solutions also exist in generic near-
integrable Hamiltonian systems down to arbitrarily small values ofε → 0 and form
a network of regions on the energy surface, whose size generally grows with in-
creasing|ε|.

In the last four decades, since KAM theory and its implications became widely
known, Hamiltonian systems have been studied exhaustively, especially in the cases
of N = 2 andN = 3 degrees of freedom. A wide variety of powerful analytical and
numerical tools have been developed to: (i) verify whether agiven Hamiltonian sys-
tem is integrable (ii) examine whether a specific initial state leads to a periodic,
quasiperiodic or chaotic orbit (iii) estimate the “size” ofregular domains of pre-
dominantly quasiperiodic motion and (iv) analyze mathematically the “boundary”
of these regular domains, beyond which large scale chaotic regions dominate the
dynamics and most solutions exhibit in the course of time statistical properties that
prevail over their deterministic character.

As it often happens, however, physicists are more daring than mathematicians.
Impatient with the slow progress of rigorous analysis and inspired by the pioneering
numerical experiments of Fermi, Pasta and Ulam (FPU) in the 1950’s, a number
of statistical mechanics experts embarked on a wonderful journey in the field of
N ≫ 1 coupled nonlinear oscillator chains and lattices and discovered a goldmine.
Much to their surprise they discovered a wealth of extremelyinteresting results and
opened up a path that is most vigorously pursued to this very day. They concentrated
especially on one-dimensional FPU lattices (or chains) ofN classical particles and
sought to uncover their transport properties, especially in theN → ∞ and t → ∞
limit.

They were joined in their efforts by a new generation of mathematical physicists
aiming ultimately to establish the validity of Fourier’s law of heat conduction, un-
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ravel the mysteries of localized oscillations, understandenergy transport and explore
the statistical properties of these Hamiltonian systems atfar from equilibrium situ-
ations. They often set all parameters equal, but also seriously examined the effect
of disorder and its connections with nonlinearity. Although most results obtained to
date concern (d = 1)-dimensional chains, a number of findings have been extended
to the case of higher (d > 1)-dimensional lattices.

Throughout these studies, regular motion has been associated with quasiperiodic
orbits onN-dimensional tori and chaos has been connected to Lyapunov exponents,
the maximal of which is expected to converge to a finite positive value in the long-
time limit t →∞. Recently, however, this “duality” has been challenged by anumber
of results regarding long time Hamiltonian dynamics, whichreveal: (a) the role of
tori with dimension as low asd = 2,3, . . . on the 2N−1 energy surface and (b) the
significance of regimes of “weak chaos”, near the boundariesof regular regions.
These phenomena lead to the emergence of a hierarchy of structures, which form
what we callquasi-stationary statesand give rise to particularly long-lived regular
or chaotic phenomena that manifest a deeper level of complexity with far-reaching
physical consequences.

It is the purpose of these lectures to discuss these phenomena within the context
of what we call Complex Hamiltonian Dynamics. In what follows, we intend to
summarize many years of research and discuss a number of recent results within
the framework of what is already known aboutN degrees of freedom Hamiltonian
systems. We intend to make the presentation self-containedand introductory enough
to be accessible to a wide range of scientists, young and old,who possess some basic
knowledge of mathematical physics.

More specifically, we start by presenting in Chap. 1 some fundamental back-
ground material on Hamiltonian systems that would help the uninitiated reader build
some basic knowledge on what these lectures are all about. Aspart of this introduc-
tion, we mention the pioneering results of A. Lyapunov and H.Poincaré regarding
local and global stability of the solutions of Hamiltonian systems. We then consider
in Chap. 2 some illustrative examples of Hamiltonian systems of N = 1 and 2 de-
grees of freedom and discuss the concept of integrability and the departure from it
using singularity analysis incomplex timeand perturbation theory. In particular, the
occurrence of chaos in such systems as a result of intersections of invariant mani-
folds of saddle points will be examined in some detail.

In Chap. 3, we present in an elementary way the mathematical concepts and basic
ingredients of equilibrium points, periodic orbits and their local stability analysis
for arbitraryN. We describe the method of Lyapunov exponents and examine their
usefulness in estimating the Kolmogorov entropy of certainphysically important
Hamiltonian systems in the thermodynamic limit, i.e. taking the total energyE and
the number of particlesN very large withE/N = constant. Moreover, we introduce
some alternative methods for distinguishing order from chaos based on the more
recently developed approach of Generalized Alignment Indices (GALIs).

Chap. 4 introduces the fundamental notions ofnonlinear normal modes(NNMs),
resonances and their implications for global stability of motion in Hamiltonian sys-
tems with a finite number of degrees of freedomN. In particular, we examine the



viii Preface

importance of discrete symmetries and the usefulness of group theory in analyzing
periodic and quasiperiodic motion in Hamiltonian systems with periodic boundary
conditions. All this is applied in Chap. 5 to explain the paradox ofFPU recurrences
and the associated transition from “weak” to “strong” chaos. We introduce the no-
tion of energy localizationin normal mode space and discuss the existence and
stability of low-dimensional “q-tori” aiming to provide a more complete interpreta-
tion of FPU recurrences and their connection to energy equipartition in FPU models
of particle chains.

In Chap. 6 we proceed to discuss the phenomenon oflocalized oscillationsin the
configuration space of nonlinear 1-dimensional lattices with N → ∞, concentrating
first on the so-called periodic (or translationally invariant) case where all parameters
in the on site and interaction potentials are identical. We also mention in this chapter
recent results regarding the effects ofdelocalizationand diffusion due todisorder
introduced by choosing some of the parameters (masses or spring constants) ran-
domly at the initialization of the system.

Next, in Chap. 7 we examine the statistical properties of chaotic regions in cases
where the orbits exhibit “weak chaos”, e.g. near the boundaries of islands of regu-
lar motion where the positive Lyapunov exponents are relatively small. We demon-
strate that “stickiness” phenomena are particularly important in these regimes, while
probability density functions (pdfs) of sums of orbital components (treated as ran-
dom variables in the sense of the Central Limit Theorem), arewell-approximated by
functions that are far from Gaussian! In fact, these pdfs closely resembleq-Gaussian
distributions resulting from minimizing Tsallis’q-entropy (subject to certain con-
straints) rather than the classical Boltzmann Gibbs (BG) entropy and are related
to what has been called Nonextensive Statistical Mechanicsof strongly correlated
dynamical processes.

The lectures end with Chap. 8 containing our conclusions, a list of open research
problems and a discussion of future prospects in a number of areas of Hamiltonian
dynamics. Moreover, at the end of every chapter I have included a number of exer-
cises and problems aimed at training the uninitiated readerto learn how to use some
of the fundamental concepts and techniques described here.

Tassos Bountis
Patras, Greece

June 2012
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Chapter 1
Introduction

Abstract Chap. 1 starts by defining a dynamical system in terms of ordinary dif-
ferential equations and presents the fundamental framework within which one can
study the stability of their equilibrium (or fixed) points, as developed by the great
Russian mathematician A. M. Lyapunov. The concept of Lyapunov Characteris-
tic Exponents is introduced and two theorems by Lyapunov arediscussed, which
establish criteria for the asymptotic stability of a fixed point. The mathematical
setting of a Hamiltonian system is presented and a third theorem by Lyapunov is
stated concerning the continuation of the linear normal modes ofN harmonic oscil-
lators, when the system is perturbed by adding to the Hamiltonian nonlinear terms
higher than quadratic. Finally, we discuss the meaning ofcomplexityin Hamiltonian
dynamics, by referring to certain weakly chaotic orbits, which form complicated
quasi-stationary states that are well-approximated by theprinciples of nonextensive
statistical mechanics for very long times.

1.1 Preamble

When we speak of dynamics we are interested to know how thestateof an observ-
able changes in time. This may represent, for example, the position or velocity of
a mass particle in 3-dimensional space, the current flow in anelectrical circuit, the
concentration of a chemical substance, or the population ofa biological species.
When we refer to a collection of individual components, we shall speak of the dy-
namics of asystem. Most frequently, these components will interact with eachother
and act interdependently. And this is when matters start to get complicated.

What is the nature of this interdependence and how does it affect the dynam-
ics? Does it always lead to behavior that we call “unpredictable”, or chaotic(in the
sense of extremely sensitive dependence on initial conditions), or does it also give
rise to motions that we may refer to as “regular”, “ordered” or “predictable”? And
what about the intermediate regime between order and chaos,where complexity
frequently lies?

1



2 1 Introduction

It is clear that if we wish to address such questions, we must first introduce a
proper mathematical framework for their study and this is provided by the field of
Ordinary Differential Equations (ODEs). In this context, we will assume that our
system possessesn real dependent variables(xk(t),k = 1,2, . . . ,n, which constitute
a statex(t) = (x1(t), . . . ,xn(t)) in the phase spaceof the systemD ⊆ R

n and are
functions of the single independent variable of the problem: the timet ∈ R. Their
dynamics is described by the system of first order ODEs

dxk

dt
= fk(x1,x2, . . . ,xn), k= 1,2, . . . ,n, (1.1)

which is thus called adynamical system. Since thefk do not explicitly depend ont
the system is calledautonomous. The functionsfk are defined everywhere inD and,
for simplicity, we shall assume that they are analytic in alltheir variables, meaning
that they can be expressed as convergent series expansions in thexk (with non-zero
radius of convergence) near one of theirequilibrium (or fixed) points, located at the
origin of phase space0= (0, . . . ,0) ∈ D, where

fk(0) = 0, k= 1,2, . . . ,n. (1.2)

This implies that the right sides of our Eqs. (1.1) can be expanded in power series:

dxk

dt
= pk1x1+ pk2x2+ . . .+ pknxn+ ∑

m1,m2,...,mn

P(m1,...,mn)
k xm1

1 xm2
2 . . .xmn

n (1.3)

wherek= 1,2, . . . ,n and themk > 0 are such thatm1+m2+ . . .+mn > 1. Since the
fk are analytic, the existence and uniqueness of the solutionsof (1.1), for any initial
conditionx1(0), . . . ,xn(0) (where thefk are defined) is guaranteed by the classical
theorems of Euler, Cauchy and Picard [47, 100]. Furthermore, the series in (1.3) are
convergent for|xk| ≤ Ak and by a well-known theorem of analysis (e.g. see [158,
p. 273]) its coefficients are bounded by:

| P(m1,...,mn)
k |≤ Mk

A1
m1A2

m2 . . .An
mn

, (1.4)

whereMk is an upper bound of the modulus of all terms of the formxm1
1 xm2

2 . . .xmn
n

entering in (1.3).
What can we say now about the solutions of these equations in asmall neighbor-

hood of the equilibrium point (1.2), where the series expansions of thefk converge?
Is the motion “regular” or “predictable” there? This is the question ofstability of
motionfirst studied systematically by the great Russian mathematician A. M. Lya-
punov, more than 110 years ago [235]. In the section that follows we shall review his
famous method that led to the proof of the existence ofperiodic solutions, as con-
tinuations of the corresponding oscillations of the linearized system of equations.

This method islocal in character, as it describes solutions in a very small region
around the origin and for finite intervals in time. It generalizes the treatment and
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results found in Poincaré’s thesis [276], of which Lyapunov learned at a later time,
as he explains in the Introduction of [235].

1.2 Lyapunov stability of dynamical systems

Let us first define the notions of stability that Lyapunov had in mind: The first and
simplest one concerns what may be calledasymptotic stability, as it refers to the
case where all solutionsxk(t) of (1.3), starting within a domain of the origin given
by |xk(t0)| ≤ Ak, tend to 0 ast → ∞. A less restrictive situation arises when we can
prove that for every 0< ε < ε0, no matter how small, all solutions starting att = t0
within a neighborhood of the originK(ε) j B(ε), whereB(ε) is a “ball” of radius
ε around the origin, remain insideB(ε) for all t ≥ t0.

This weaker condition is often calledneutral or conditional stabilityand will
be of great importance to us, as it frequently occurs inconservative dynamical sys-
tems(among which are the Hamiltonian ones). These conserve phase space volume
and hence cannot come to a complete rest at any value oft, finite or infinite. Con-
ditional stability, in fact, characterizes precisely the systems for which Lyapunov
could prove the existence of families of periodic solutionsaround the origin by
relating them directly to a conserved quantity calledintegral of the motion. For
Lyapunov, the existence of integrals was a means to an end, unlike Poincaré, who
consideredintegrability as a primary goal in trying to show theglobal stabilityof
the motion of a dynamical system.

Observe now that to be able discuss the question of stabilityof the motion near
an equilibrium point of a dynamical system, we need to know something about
the behavior of the solutions of the linearized equations about that point. To this
end one might try to compare these solutions to anexponential function of time,
with the purpose of identifying the particular exponent that would enter in such a
relationship.

To achieve this, Lyapunov had the ingenious idea of introducing what he called
thecharacteristic numberof a scalar functionx(t), as follows: First form the auxil-
iary functionz(t) = x(t)eλ t and define as the characteristic numberλ0 of x(t), that
value ofλ for which z(t) vanishes forλ < λ0 and becomes unbounded forλ > λ0, as
t → ∞. Thus, this number represents the “rate” of exponential decay (or growth) of
x(t), as time becomes arbitrarily large. In fact, it is closely connected to thenegative
of what we call today theLyapunov characteristic exponent(LCE) [313]. Adopting
the convention that functionsx(t) whosez(t) vanishesfor all λ haveλ0 = ∞ and
those for whichz(t) is unboundedfor all λ haveλ0 = −∞, one can thus define a
unique characteristic number for every functionx(t).

Let us identify the meaning of characteristic numbers for our problem. Indeed, as
we can easily verify, they are directly related to the eigenvalues of then×n matrix
J = (p jk), j,k = 1,2, . . . ,n, obtained as the roots of the characteristic equation

det(J−λ In) = 0, (1.5)
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λ1,λ2, . . . ,λn, In being then×n identity matrix. In modern terminology, therefore,
for a dynamical system (1.1), with an equilibrium point at(0,0, . . . ,0) and a constant
Jacobian matrix

Jk, j = pk j =
∂ fk
∂x j

(0, . . . ,0)/ j,k = 1,2, . . . ,n, (1.6)

the above analysis translates to the following well-known result:

Theorem 1.1.(see [173, p. 181]) If all eigenvalues of the matrix J have negative
real part less than−c, c> 0, there is a compact neighborhoodU of the origin, such
that, for all (x1(0),x2(0), . . . ,xn(0)) ∈U, all solutions xk(t)→ 0, as t→ ∞. Further-
more, one can show that this approach to the fixed point is exponential: Indeed, if
we denote by| · | the Euclidean norm inRn and definex(t) = (x1(t),x2(t), . . . ,xn(t)),
it can be proved, using simple topological arguments, that for all x(0) ∈U, |x(t)| ≤
|x(0)|e−ct , and|x(t)| is in U for all t ≥ 0.

Lyapunov then paid particular attention to the case where one (or more) of the
eigenvalues of the Jacobian matrix of the linearized equations havezero real part.
This was the beginning of what we now callbifurcation theory(see e.g. [168, 173]),
as it constitutes the turning point betweenstabilityof the fixed point (all eigenvalues
have negative real part) andinstability(at least one eigenvalue has positive real part).

The interested reader can find excellent accounts of this theory, not only in Lya-
punov’s treatise [235] but also in a number of excellent textbooks on the qualitative
theory of ODEs and dynamical systems [173, 268, 349]. There is, however, one
more result of Lyapunov’s theory [235] concerning simple periodic solutions of
Hamiltonian systems, which will be very useful to us and is described separately in
the next section.

1.3 Hamiltonian dynamical systems

In these lectures, we shall often speak of conditional (or neutral) stability where
there is (at least) one pair of purely imaginary eigenvalues(all others being real and
negative), implying the possibility of the existence of periodic orbits about the ori-
gin. This allows us to apply the above theory to the case ofHamiltonian dynamical
systemsof N degrees of freedom(dof), wheren= 2N and the equations of motion
(1.1) are written in the form

dqk

dt
=

∂H
∂ pk

,
dpk

dt
=− ∂H

∂qk
, k= 1,2, . . . ,N, (1.7)

whereqk(t), pk(t), k= 1,2, . . . ,2N are theposition and momentum coordinatesre-
spectively andH is called theHamiltonian function. If H does not explicitly depend
on t, it is easy to see from (1.7) that its total time derivative iszero and thus repre-
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sents a first integral (orconstant of the motion), whose value equals thetotal energy
of the systemE.

In most cases treated here, we will assume that our Hamiltonian can be expanded
in power series as a sum of homogeneous polynomialsHm of degreem≥ 2

H = H2(q1, . . . ,qN, p1, . . . , pN)+H3(q1, . . . ,qN, p1, . . . , pN)+ . . .= E, (1.8)

so that the originqk = pk = 0, k= 1,2, . . . ,N is an equilibrium point of the system.
H(qk(t), pk(t)) = E thus defines the so-called (constant)energy surface, Γ (E) ⊂
R

2N, on which our Hamiltonian dynamics evolves.
Let us now assume that the linear equations resulting from (1.7) and (1.8), with

Hm= 0 for all m> 2, yield a matrix, whose eigenvalues all occur in conjugate imag-
inary pairs,±iωk and thus provide thefrequenciesof the so-callednormal modeos-
cillations of the linearized system. This means that we can change tonormal mode
coordinatesand write our Hamiltonian in the form ofN uncoupledharmonic oscil-
lators

H(2) =
ω1

2
(x1

2+ y1
2)+

ω2

2
(x2

2+ y2
2)+ . . .+

ωN

2
(x2

N + y2
N) = E, (1.9)

wherexk, yk, k = 1,2, . . . ,N are the new position and momentum coordinates and
ωk represent the normal mode frequencies of the system.

Theorem 1.2.[235] If none of the ratios of these eigenvalues,ω j/ωk, is an integer,
for any j,k= 1,2, . . . ,N, j 6= k, the linear normal modes continue to exist as periodic
solutions of the nonlinear system (1.7) when higher order terms H3,H4, . . . etc. are
taken into account in (1.8).

These solutions have frequencies close to those of the linear modes and are ex-
amples of what we callsimple periodic orbits(SPOs), where all variables oscillate
with the same frequencyωk = 2π/Tk, returning to the same values after a single
maximum (and minimum) in their time evolution over one period Tk.

What is the importance of these particular SPOs which are callednonlinear nor-
mal modes, or NNMs? Once we have established that they exist, what can we say
about their stability under small perturbations of their initial conditions? How do
their stability properties change as we vary the total energy E in (1.8)? Do such
changes only affect the motion in the immediate vicinity of the NNMs or can they
also influence the dynamics of the system more globally? Are there other simple
periodic orbits of comparable importance that may also be useful to study from this
point of view? These are the questions we shall try to answer in the lectures that
follow.

After discussing in Chap. 2 the fundamental concepts oforder and chaosin
Hamiltonian systems of few dof, we shall examine in Chap. 3 the topics oflocal
and global stabilityin the case of arbitrary (but finite) number of dofN. It is here
that we will introduce the spectrum of LCEs for Hamiltonian systems, following the
discussion of the previous section. In particular, we shalldiscover that the conver-
gence of this spectrum is connected to to the emergence ofstronglychaotic behavior
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in the solutions ororbitsof the system. We also describe in that chapter the method
of the Generalized Alignment Indices GALIk, k= 1,2, . . . ,2N indicators, which are
ideal for identifying domains of chaos and order inN dof Hamiltonian systems and
2N-dimensional (2ND) symplectic maps.

Then in Chap. 4 we focus on the importance of NNMs in Hamiltonian systems
possessing discrete symmetries and discuss their relevance with regard to physical
models oscillating in one, two or three spatial dimensions.Our main example will
be the Fermi Pasta Ulam (FPU) chain under periodic boundary conditions, but the
results will be quite general and can apply to a wide variety of systems, which are
of interest to solid state physics.

In Chap. 5, we return to a very important physical property ofHamiltonian
lattices, namely arrays ofnonlinear oscillatorscoupled to each other by nearest
neighbor interactions in one or more spatial dimensions. Inparticular, we revisit
the famous FPU lattice and investigate the phenomenon ofFPU recurrencesat low
energies, using Poincaré-Linstedt perturbation theory and the GALI method. We
show that these are connected with “weakly chaotic” regimes dominated bylow-
dimensional tori, whose energy profile isexponentially localizedin Fourier space.
We then study, at higher energies,diffusionphenomena and the transition todelo-
calizationandequipartitionof the total energy among theN normal modes.

Then, in Chap. 6 we discuss different types oflocalizationand diffusion phe-
nomena in the configuration space of one-dimensional nonlinear lattices (chains of
anharmonic oscillators). In particular, we start with the case where all lattice param-
eters are equal and show how exponentially localized oscillations calleddiscrete
breathersarise. These SPOs, which are often linearly stable and provide a barrier to
energy transport, can in fact be constructed by methods involving invariant manifold
intersections that are described in Chap. 2. However, when translational invariance is
broken by introducing randomdisorderin the parameters of the system, nonlinear-
ity has a delocalizing effect and very important diffusive phenomena are observed,
which persist for extremely long times.

In Chap. 7, we turn to the investigation of the type ofstatisticsthat characterizes
the dynamics in “weakly chaotic” regimes, where slow diffusion processes are ob-
served. Perhaps not surprisingly, we find that, ast grows, theprobability distribution
functions(pdfs) associated with sums of chaotic variables in these domains donot
quickly tend to a Gaussian at equilibrium, as expected by BG statistical mechan-
ics. Rather, they go through a sequence ofquasi-stationary states(QSS), which are
well-approximated by a family ofq-Gaussian functions and share some remarkable
properties in many examples of multi-dimensional Hamiltonian systems. In these
examples, it appears that “weakly chaotic” dynamics is connected with “stickiness”
phenomena near the boundary of islands of regular motion called “edge of chaos”,
where LCEs are very small and orbits get trapped for extremely long times. Finally,
Chap. 8 presents our conclusions, a list of open research problems and a number of
other promising directions not treated in this book, which are expected to shed new
light on the fascinating and important subject of complex Hamiltonian dynamics.
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1.4 Complex Hamiltonian Dynamics

In attempting to understand the complexity of chaotic behavior in Hamiltonian sys-
tems, it is important to recall some basic facts about equilibrium thermodynam-
ics in the framework of BG theory of statistical ensembles. These topics form the
backbone of the results discussed in Chap. 7, but it is instructive to briefly review
them here. As is well-known in BG statistics, if a system can be at any one of
i = 1,2, . . . ,W states with probabilitypi , its entropy is given by the famous formula

SBG =−k
W

∑
i=1

pi ln pi , (1.10)

wherek is Boltzmann’s constant, provided, of course,

W

∑
i=1

pi = 1. (1.11)

The BG entropy satisfies the property ofadditivity, i.e. if A andB are twoindepen-
dentsystems, the probability to be in their union ispA+B

i, j = pA
i pB

j and this necessi-
tates that the entropy of the joint state be additive, i.e.

SBG(A+B) = SBG(A)+SBG(B). (1.12)

At thermal equilibrium, the probabilities that optimize the BG entropy subject to
(1.11), given the energy spectrumEi and temperatureT of these states are:

pi =
e−β Ei

ZBG
, ZBG =

W

∑
i=1

e−β Ei , (1.13)

whereβ = 1/kT andZBG is the so-called BG partition function. For a continuum
set of states depending on one variable,x, the optimal pdf for BG statistics subject
to (1.11), zero mean and a given varianceV is, of course, the well-known Gaussian
p(x) = e−x2/2V/

√
2V. Another important property of the BG entropy is that it is

extensive, i.e.

limN→∞
SBG

N
< ∞. (1.14)

This means that the BG entropy growslinearly as a function of the number of dof
N of the system. But then, what about many physically important systems that are
not extensive?

As we discuss in Chap. 7, it is for these type of situations that a different form of
entropy has been proposed [335], the so-calledTsallis entropy

Sq = k
1−∑W

i=1 pq
i

q−1
with

W

∑
i=1

pi = 1 (1.15)
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depending on an indexq, wherei = 1, . . . ,W counts the states of the system oc-
curring with probabilitypi andk is the Boltzmann constant. Just as the Gaussian
distribution represents an extremal of the BG entropy (1.10) for a continuum set of
statesx∈ R, theq-Gaussian distribution

P(x) = ae−β x2

q ≡ a
[
1− (1−q)βx2)

] 1
1−q , (1.16)

is obtained by optimizing the Tsallis entropy (1.15), whereq is the entropic index,
β is a free parameter anda a normalization constant. Expression (1.16) is a gener-

alization of the Gaussian, since in the limitq→ 1 we have limq→1e−β x2

q = e−β x2
.

The Tsallis entropy is, in general,not additive, since it can be shown that
Sq(A+B) = Sq(A)+Sq(B)+ k(1− q)Sq(A)Sq(B) and hence is alsonot extensive.
It thus offers us the possibility of studying cases where different subsystems like
A and B above are never completely uncorrelated, as is the case e.g.with many
realistic physical systems where long range forces are involved [335]. It appears,
therefore, that a framework formally analogous to BG thermodynamics is needed
for nonextensive systems as well, where the exponentials in(1.13) are replaced by
q-exponentials, as defined in (1.16).

Complexity is, of course, difficult to describe by a single definition. Broadly
speaking, it characterizes systems of nonlinearly interacting components that can
exhibit collective phenomena like pattern formation, self-organization and the emer-
gence of states that are not observed at the level of any one individual component.
Clearly, therefore, Hamiltonian systems are not complexper se, as there exists a
solid mathematical framework for their accurate description. We do not need to in-
vent new and inspiring models that will capture the main features of the dynamics,
as we do in the flocking of birds, for example, or the spread of an epidemic.

In Hamiltonian dynamics we shall speak of complexity when new phenomena
arise, which are not expected by the classical theory of Newtonian mechanics, or
statistical physics. Our claim is that such phenomena do occur, for example, in
regimes where differenthierarchiesof chaotic behavior are detected, where phys-
ical processes like diffusion and energy transport crucially depend on the rate of
separation of nearby trajectories as a function of time. Even if this separation grows
exponentially, it may do so in ways that are indistinguishable from a power-law due
to strong correlations present for very long times. In fact,it appears that this kind of
evolution is connected with the intricacies of ageometriccomplexity of phase space
dynamics caused by the presence of invariant Cantor sets located at the boundaries
of islands of regular motion around stable periodic solutions of the system.

But this does not exhaust the sources of complexity in Hamiltonian dynamics.
As we will discover, besides varying degrees of chaos, therealso exist hierarchies
of order inN dof Hamiltonian systems. Indeed, around discrete breathers and near
NNMs responsible for FPU recurrences at low energies, one often finds that invari-
ant tori exist of dimensionmuch lowerthan the numberN expected by classical
theorems. One way to approach this issue is to study the stability of tori, using
for example the GALI method, or group theoretical techniques in cases where the



1.4 Complex Hamiltonian Dynamics 9

system possesses discrete symmetries. Much work, however,still needs to be done
before these questions are completely understood.





Chapter 2
Hamiltonian Systems of Few Degrees of
Freedom

Abstract In Chap. 2 we provide first an elementary introduction to somesimple
examples of Hamiltonian systems of one and two degrees of freedom. We describe
the essential features of phase space plots and focus on the concepts of periodic and
quasiperiodic motions. We then address the questions of integrability and solvability
of the equations, first for linear and then for nonlinear problems. We present the
important integrability criteria of Painlevé analysis incomplex timeand show, on the
non-integrable Hénon-Heiles model, how chaotic orbits arise on a Poincaré Surface
of Section of the dynamics in phase space. Using the example of a periodically
driven Duffing oscillator, we explain that chaos is connected with the intersection of
invariant manifolds and describe how these intersections can be analytically studied
by the perturbation approach of Mel’nikov theory.

2.1 The case ofN = 1 degree of freedom

One of the first physical systems that an undergraduate student encounters in his (or
her) science studies is the harmonic oscillator . This describes the oscillations of a
massm, tied to a spring, which exerts on the mass a force that is proportional to the
negative of the displacementq of the mass from its equilibrium position (q= 0), as
shown in Fig. 2.1. The dynamics is described by Newton’s second order differential
equation

m
d2q
dt2 =−kq, (2.1)

wherek> 0 is a constant representing the hardness (or softness) of the spring. Equa-
tion (2.1) can be easily solved by standard techniques of linear ODEs to yield the
displacementq(t) as an oscillatory function of time of the form

q(t) = Asin(ωt +α), ω =
√

k/m, (2.2)

11
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whereA andα are free constants corresponding to the amplitude and phaseof os-
cillations andω is the frequency.

Fig. 2.1 A harmonic oscil-
lator consists of a massm
moving horizontally on a
frictionless table under the
action of a force which is
proportional to the negative
of the displacementq(t) of
the mass from its equilibrium
position atq= 0 (k > 0 is a
proportionality constant).

If we now recall from introductory physics thatp= mdq/dt represents the mo-
mentum of the massm, we can rewrite (2.1) in the form of two first order ODEs

dq
dt

=
p
m

=
∂H
∂ p

,
dp
dt

=−kq=−∂H
∂q

, (2.3)

where we have already anticipated that the dynamics is derived from the Hamilto-
nian function

H(q, p) =
p2

2m
+ k

q2

2
= E, (2.4)

which is an integral of the motion (since dH/dt = 0), whose valueE represents the
total (kinetic plus potential) energy of the system. Thus, this mass-spring system is
our first example of a Hamiltonian system ofN = 1 dof.

We will not attempt to solve (2.3). Had we done so, of course, we would have
recovered (2.2). Instead, we will consider the solutions ofthe problemgeometrically
as a one-parameter family of trajectories (or orbits) givenby (2.3) and plotted in
the (q, p) phase space of the system in Fig. 2.2. Thus, as this figure shows, both
variablesq(t) andp(t) oscillate periodically with the same frequencyω . Their orbits
are ellipses whose (semi-) major and minor axes are determined by the parameters
k, m and the value ofE.

Fig. 2.2 Plot of the solutions
of the harmonic oscillator
Hamiltonian (2.4) in the
(q, p) phase space, as a one-
parameter family of curves,
for different values of the total
energyE.
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Note now that the energy integral (2.4) can also be used to bring us one step
closer to the complete solution of the problem, by solving (2.4) for p and obtaining
an equation where the variableq is separated from the timet. Integrating both sides
of this equation in terms of the respective variables, we arrive at the expression

∫ q

0

dq√
2E/m−ω2q2

= t + c, (2.5)

which defines implicitly the solutionq(t) as function oft, c being the second free
constant of the problem (the first one isE). The reader now recognizes the left side
of (2.5) as the inverse sine function, whence we finally obtain

q(t) =

√
2E
k

sin(ω(t + c)), (2.6)

where the constantsE andc can be related toA andα, by direct comparison with
(2.2).

The process described above is calledintegration by quadraturesand was made
possible by the crucial existence of the integral of motion (2.4).

Of course, the harmonic oscillator is a linear system whose dynamics is very sim-
ple. It possesses a singleequilibrium or fixed pointat (0,0), where all first deriva-
tives in (2.3) vanish. This point is calledelliptic and all closed curves about it in
Fig. 2.2 describe oscillations whose frequencyω is independent of the choice of
initial conditions.

Let us turn, therefore, to a more interesting one dof Hamiltonian system repre-
senting the motion of a simple pendulum shown in Fig. 2.3. Itsequation of motion
according to classical mechanics is

ml2
d2θ
dt2 =−mlgsinθ , (2.7)

where the right side of (2.7) expresses the restoring torquedue to the weightmgof
the mass (g being the acceleration due to gravity) and the left side describes the time
derivative of the angular momentum of the mass. If we now write this equation as a
system of two first order ODEs, as we did for the harmonic oscillator, we find again
that they can be cast in Hamiltonian form

dq
dt

= p=
∂H
∂ p

,
dp
dt

=−g
l

sinq=−∂H
∂q

, (2.8)

whereq= θ andl is the length of the pendulum. Of course, we cannot solve these
equations as easily as we did for the harmonic oscillator. Still, as you will find
out by solving Exercise 2.1, the solution of (2.8) can be obtained via the so-called
Jacobi elliptic functions [110, 172, 6] , which have been thoroughly studied in the
literature and are directly related to the solution of an anharmonic oscillator with
cubic nonlinearity, about which we will have a lot to say in later sections.
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Fig. 2.3 The simple pendu-
lum is moving in the two-
dimensional plane(x,z), but
its motion is completely de-
scribed by the angleθ and its
derivative dθ/dt.

Still, we can make great progress in understanding the dynamics of the simple
pendulum through its Hamiltonian function, which providesthe energy integral

H(q, p) =
p2

2
+

g
l
(1− cosq) = E. (2.9)

Plotting this family of curves in the(q, p) phase space for different values ofE we
now obtain a much more interesting picture than Fig. 2.2 depicted in Fig. 2.4. Ob-
serve that, besides the elliptic fixed point at the origin, there are two new equilibria
located at the points(±π ,0). These are calledsaddle pointsandrepelmost orbits
in their neighborhood along hyperbola-looking trajectories. For this reason points A
and B in Fig. 2.4 are also calledunstable, in contrast to the(0,0) fixed point, which
is calledstable. More precisely, in view of the theory presented in Chap. 1,(0,0) is
characterized by what we called conditional (or neutral) stability.

Fig. 2.4 Plot of the curves of
the energy integral (2.9) in
the (q, p) phase space. Note,
the presence of additional
equilibrium points at(±π ,0),
which are of the saddle type.
Observe also the curveS
separating oscillatory motion
(L) about the central elliptic
point at(0,0) from rotational
motion (R).

Let us now discuss thelinear stability of fixed points of a Hamiltonian system
within the more general framework outlined in Sect. 1.2. According to this analysis,
we first need to linearize Hamilton’s system of ODEs (1.7) about a fixed point,
which we assume to be located at the origin0 = (0,0, . . . ,0) of the 2ND phase
space. The resulting set of linear ODEs is written in terms ofthe Jacobian matrix
J =

{
Jjk
}

:
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ẋ j =
2N

∑
k=1

Jjkxk, j = 1,2, . . . ,2N, (2.10)

whose elements (show this as a simple exercise starting with(1.7))

j = 1,2, . . . ,N : Jjk =
∂ 2H

∂ p j∂qk
(0), k= 1, . . . ,N,

Jjk =
∂ 2H

∂ p j∂ pk−N
(0), k= N+1, . . . ,2N,

j = N+1, . . . ,2N : Jjk =− ∂ 2H
∂q j−N∂qk

(0), k= 1, . . . ,N,

Jjk =− ∂ 2H
∂q j−N∂ pk−N

(0), k= N+1, . . . ,2N, (2.11)

wherex j represents small variations away from the origin (q j = p j =0, j = 1, . . . ,N)
of theq j variables forj = 1, . . . ,N and thep j variables forj = N+1, . . . ,2N.

For Hamiltonian systems ofN = 1 dof, it is clear from (2.11) that the elements
of the 2×2 Jacobian matrixJ =

{
Jjk
}
, j,k = 1,2 are

J11 =−J22=
∂ 2H
∂q∂ p

(0,0), J12 =
∂ 2H
∂ p2 (0,0), J21=−∂ 2H

∂q2 (0,0). (2.12)

In the case of the harmonic oscillator (2.3) this matrix has two imaginary eigen-
valuesλ1 = iω andλ2 = −iω , and hence corresponds to the case of conditional
(neutral) stability defined in section 1.2. As a local property, it characterizes the
fixed point at the origin of Fig. 2.2 as elliptic. However, since the original prob-
lem is linear, this type of stability is alsoglobal and implies that the solutions are
oscillatory not only near the origin but in the full phase plane(q, p).

In the case of the pendulum Hamiltonian, however, the situation is very different.
First of all, there are more than one fixed points. In fact, there is an infinity of
them located at(θn,0) = (±nπ ,0), n= 0,1,2, . . ., where(q̇, ṗ) = (0,0) in the(q, p)
phase space. The linearized equations of motion about thesefixed points are:

(
ẋ1

ẋ2

)
=

(
J11 J12

J21 J22

)(
x1

x2

)
=

=

(
0 1

− g
l cosθn 0

)(
x1

x2

)
=

(
0 1

− g
l (−1)n 0

)(
x1

x2

) (2.13)

Thus, forn= 2k even (k any integer) the Jacobian matrixJ has two complex conju-
gate (imaginary) eigenvaluesλ1 = iω0, λ2 =−iω0 and corresponds to elliptic fixed
points at(2kπ ,0), while forn= 2k+1, the equilibria are of thesaddle typewith real
eigenvaluesλ1 = ω0, λ2 = −ω0, whereω0 =

√
g/l (see points A, B in Fig. 2.4).

Near these saddle points, the motion is governed by the two real eigenvectors cor-
responding to the above two eigenvalues. Along the eigenvector corresponding to
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λ1 > 0, solutions of (2.13) move exponentially away from the fixedpoint, while
along theλ2 < 0 eigenvector they exponentially converge to the fixed point.

The important observation here is that, in the case of the simple pendulum, the
solutions of the linearized equations of motion (2.13) are valid only locallywithin an
infinitesimally small neighborhood of the fixed points. The reason for this is that the
full equations of the system (2.8) are nonlinear and hence there is no guarantee that
the linear dynamics near the fixed points istopologically equivalentto the solutions
of the system when the nonlinear terms are included.

By topological equivalence, we refer here to the existence of a homeomorphism
(i.e. a continuous and invertible map, with a continuous inverse) that maps orbits of
(2.13) in a one-to-one way to orbits of (2.8), see [173, 268, 349]. How do we know
that? How can we be sure that if we expand the right hand sides of (2.8) in powers of
q, p, using e.g. sinq= q−q3/6+ . . . as we did in Sect. 1.2, we will obtain solutions
which are topologically equivalent to those of the linearized equations (2.13)?

The answer to this question is provided by the Hartman-Grobman theorem
[173, 268, 349, 260, 178], which states that such an equivalence can be established
provided all eigenvalues of the Jacobian matrix have real part different from zero.
Now, as we learned from Lyapunov’s theory, if all eigenvalues satisfy Re(λi) < 0,
the equilibrium is asymptotically stable. However, if there is at least one eigenvalue
whose real part is positive, the general solutions of the nonlinear system deviate
exponentially away from the fixed point.

Well, this settles the issue about the saddle points at((2k+1)π ,0) of the simple
pendulum. It does not help us, however, with the elliptic points at(2kπ ,0), since the
linearized equations about them have Re(λi) = 0, i = 1,2 and the Hartman-Grobman
theorem does not apply. Here is where the integral of the motion represented by
the Hamiltonian function (2.9) comes to the rescue. It establishes the existence of
a family of closed curves globally, i.e. within a large region around these elliptic
points.

In our problem, this region extends all the way to theseparatrixcurveS joining
theunstable manifoldof saddle point A to thestable manifoldof saddle point B (and
the unstable manifold of B with the stable one of A), as shown in Fig. 2.4. These
manifolds are analytic curves which are tangent to the corresponding eigenvectors
of the linearized equations and are calledinvariant, since all solutions starting on
such a manifold remain on it for allt > 0 (or t < 0).

Invariant manifolds, however, do not need to join smoothly to form separatrices,
as in Fig. 2.4. In fact, as we explain in the next sections, invariant manifolds of
Hamiltonian systems ofN ≥ 2 dof generically intersect each other transversally
(i.e. with non-zero angle) and give rise to chaotic regions in the 2ND phase space
R

2N. If, on the other hand, these manifolds do join smoothly, this suggests that the
system hasN analytic, single-valued integrals and is hence completelyintegrable in
the sense of the LA theorem, as in the case of the simple pendulum.
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2.2 The case ofN = 2 degrees of freedom

Following the above discussion, it would be natural to extend our study to Hamil-
tonian systems of two dof, joining at first two harmonic oscillators, as shown in
Fig. 2.5 and applying the approach of Sect. 2.1. We furthermore assume that our
oscillators have equal massesm1 = m2 = m and spring constantsk1 = k2 = k and
impose fixed boundary conditions to their endpoints, as shown in Fig. 2.5.

Fig. 2.5 Two coupled harmonic oscillators of equal massm and force constantk, with displace-
mentsq1(t), q2(t) from their equilibrium position, moving horizontally on a frictionless table with
their endpoints firmly attached to two immovable walls.

Clearly, Newton’s equations of motion give in this case:

m
d2q1

dt2 =−kq1− k(q1−q2), m
d2q2

dt2 =−kq2+ k(q1−q2), (2.14)

whereqi(t) are the particles’ displacements from their equilibrium positions atqi =
0, i = 1,2. If we also introduce the momentapi(t) of the two particles in terms
of their velocities, as we did for the single harmonic oscillator, we arrive at the
following fourth order system of ODEs

dq1

dt
=

p1

m
,

dp1

dt
− kq1− k(q1−q2),

dq2

dt
=

p2

m
,

dp2

dt
− kq2+ k(q1−q2), (2.15)

which is definitely Hamiltonian, since it is derived from theHamiltonian function

H(q1, p1,q2, p2) =
p2

1

2m
+

p2
2

2m
+ k

q2
1

2
+ k

q2
2

2
+ k

(q1−q2)
2

2
= E (2.16)

(see (1.7)), expressing the integral of total energyE. Note that we may think of the
two endpoints of the system as represented by positions and momentaq0, p0 andq3,
p3 that vanish identically for allt.

What can we say about the solutions of this system? What wouldhappen, for
example, if asecond integralof the motion were available? Could the method of
quadratures lead us to the solution in that case? Is it perhaps possible to use a suitable
coordinate transformation to separate them and write our equations as a system of
two uncoupled harmonic oscillators?

It is not very difficult to answer this question. Indeed, if weperform the change
of variables
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Q1 =
q1+q2√

2
, Q2 =

q1−q2√
2

, P1 =
p1+ p2√

2
, P2 =

p1− p2√
2

(2.17)

(the factor 1/
√

2 will be explained later), we see that, adding and subtracting by
sides the two equations in (2.14) (dividing also bym and introducingω =

√
k/m),

splits the problem to two harmonic oscillators

dQi

dt
=

Pi

m
,

dPi

dt
=−ω2

i Qi , i = 1,2, ω1 = ω , ω2 =
√

3ω , (2.18)

which havedifferentfrequenciesω1, ω2. Observe that the new Hamiltonian of the
system becomes

K(Q1,P1,Q2,P2) =
P2

1

2m
+

P2
2

2m
+ k

Q2
1

2
+3k

Q2
2

2
= E. (2.19)

We now see that the factor 1/
√

2 was introduced in (2.17) to make the new equa-
tions of motion (2.18) have the samecanonical formas two uncoupled harmonic
oscillators, while the new HamiltonianK is expressed as the sum of the Hamiltoni-
ans of these oscillators. In this way, we may say that changing from qi , pi to Qi , Pi

variables we have performed a canonical coordinate transformation to our system.
In this framework, we immediately realize that our problem possesses not one

but two integrals of the motion which may be thought of as the energies of the two
oscillators

Fi(Q1,P1,Q2,P2)) =
P2

i

2m
+ ki

Q2
i

2
= Ei , i = 1,2, (2.20)

with k1 = k, k2 = 3k, while Ei are two free parameters of the system to be fixed by
the initial conditionsqi(0), pi(0), i = 1,2. Thus, we may now proceed to apply the
method of quadratures to each of these oscillators, as described in Sect. 2.1 to obtain
the general solution of the system in the form

Qi(t) =

√
2Ei

ki
sin(ωi(t + ci)), i = 1,2, (2.21)

ci being the other two free parameters needed for the complete solution of the 4 first
order ODEs (2.18). Naturally, if we wish to write our generalsolution in terms of
the original variables of the problem, we only need to invertequations (2.17) to find
q1(t), q2(t). We also remark that the above considerations show that the only fixed
point of the system lies at the origin of phase space and is elliptic (why?)

Let us make a crucial observation at this point: The above analysis shows that,
for a system of 2 dof, 2 integrals are necessary and sufficientfor its integration by
quadratures, as the remaining two arbitrary constantsc1, c2 merely represent phases
of oscillation and are not as important asE1 andE2. To understand this better, note
that c1, c2 arenot single-valued and hence do not belong to the class of integrals
required by the LA theorem for complete integrability.

All this suggests that it would be advisable to introduce onemore transformation
to the so-calledaction-anglevariablesIi ,θi , i = 1,2 as follows
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Qi =

√
2ωi Ii

ki
sinθi , Pi =

√
2mωiIi cosθi , i = 1,2 (2.22)

and write our integrals (2.20) asFi = Iiωi so that the new Hamiltonian (2.19) may
be expressed in a form

G(I1,θ1, I2,θ2) = G(I1, I2) = I1ω1+ I2ω2 (2.23)

that isindependentof the anglesθi , which also demonstrates the irrelevance of the
phases of the oscillations in (2.21). Evidently, our action-angle variables also satisfy
Hamilton’s equations of motion

dθi

dt
=

∂G
∂ Ii

= ωi ,
dIi
dt

=− ∂G
∂θi

= 0, (2.24)

which imply that the new momentaIi are constants of the motion, while theθi are
immediately integrated to giveθi = ωit + θi0, whereθi0 are the two initial phases.
Thus, the change to action-angle variables defines a canonical transformation and
the oscillations (2.22) are calledlinear normal modesof the system.

Let us now discuss the solutions of this coupled system of linear oscillators.
Using (2.17) and (2.21) we see that they are expressed, in general, as linear combi-
nations of two trigonometric oscillations with frequencies ω1 =

√
k, ω2 =

√
3k. If

these frequencies wererationally dependent, i.e. if their ratio were a rational number
ω1/ω2 = m1/m2 (m1,m2 being positive integers with no common divisor) all orbits
would closeon 2-dimensionalinvariant tori, like the one shown in Fig. 2.6 and the
motion would be periodic (what are them1,m2 of the orbit shown in Fig. 2.6?). Note
that in our example, this could only happen for initial conditions such thatE1 or E2

is zero, whence the solutions would execute in-phase or out-of-phase oscillations
with frequencyω2, or ω1 respectively.

In the general case, though,E1 andE2 are both non-zero and the oscillations are
quasiperiodic, in the sense that they result from the superposition of trigonomet-
ric terms whose frequencies arerationally independent, as the ratioω2/ω1 =

√
3

is an irrational number. Hence, the orbits produced by thesesolutions in the 4-
dimensional phase space arenever closed(periodic). Unlike the orbit shown in
Fig. 2.6, they never pass by the same point, covering eventually uniformly the 2-
dimensional torus of Fig. 2.6 specified by the values ofE1 andE2.

Let us now turn to the case of a system of two couplednonlinearoscillators. In
particular, we shall discuss here one of the most famous Hamiltonian 2 dof systems,
originally due to Hénon and Heiles [167]

H =
1

2m
(p2

1+ p2
2)+

1
2
(ω2

1q2
1+ω2

2q2
2)+q2

1q2−
C
3

q3
2. (2.25)

This describes the motion of a star of massm in the axisymmetric potential of a
galaxy whose lowest order (quadratic) terms are those of twouncoupled harmonic
oscillators and the only higher order terms present are cubic in theq1, q2 variables
(for a most informative recent review on the applications ofnonlinear dynamics and
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Fig. 2.6 If the ratio of the
frequencies of a 2 dof inte-
grable Hamiltonian system
is a rational number, the or-
bits are periodic (and hence
close upon themselves) on
2-dimensional invariant tori,
such as the one shown in
the figure. However, if the
ratio ω1/ω2 is irrational,
the orbits never close and
eventually cover uniformly
2-dimensional tori in the 4-
dimensional phase space of
the coordinatesqi , pi , i = 1,2.

chaos to galaxy models see [102]). Note that the value ofm in (2.25) can be easily
scaled to unity by appropriately rescaling time, while an additional parameter before
theq2

1q2 term in (2.25) has already been removed by a similar change ofscale of all
variablesqi , pi .

Thus, introducing the more convenient variablesq1 = x, q2 = y, p1 = px, p2 = py,
we can rewrite the above Hamiltonian in the form

H =
1
2
(p2

x + p2
y)+V(x,y) =

1
2
(p2

x+ p2
y)+

1
2
(Ax2+By2)+x2y−C

3
y3 = E, (2.26)

whereE is the total energy and we have setω2
1 = A > 0 andω2

2 = B > 0. It is
instructive to write down Newton’s equations of motion associated with this system

d2x
dt2 =−∂V

∂x
=−Ax−2xy,

d2y
dt2 =−∂V

∂y
=−By− x2+Cy2. (2.27)

Before going further, let us first write down here all possible fixed points of the
system, which are easily found by setting the right hand sides in (2.27) equal to
zero:

(i) (x,y) = (0,0), (ii) (x,y) = (0,

√
B
C
) (iii ) (x,y) = (±

√
2BA+CA2

2
,−A

2
)

(2.28)
(the momentum coordinates corresponding to all these points are, of course, zero).
The local (or linear) stability of these equilibria will be discussed later, with refer-
ence to some very important special cases of the Hénon-Heiles problem. However,
there is one of them whose character can be immediately deduced from the above
equations: It is, of course, the origin (i), where all nonlinear terms in (2.27) do not
contribute to the analysis. Thus, infinitesimally close to this point, the equations be-
come identical to those of two uncoupled harmonic oscillator (sinceA> 0, B> 0)
and therefore the equilibrium at the origin iselliptic.

Let us remark that (2.26) represents a first integral of this system. If we could
also find a second one, as in the problem of the two harmonic oscillators, with all
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the nice mathematical properties required by the LA theorem, the problem would
be completely integrable and we would be able to integrate the equations (2.27) by
quadratures and obtain the general solution.

This, however, is a very rare occurrence. In most cases that have been numeri-
cally solved to date by many authors, even close to the equilibrium point (i), one
finds, besides periodic and quasiperiodic orbits, a new kindof solution that appears
“irregular”, “unpredictable”, one may even say random-looking [229]! These are
the orbits called chaotic. They tend to occupy densely 3-dimensional regions in the
4-dimensional phase space and depend very sensitively on initial conditions, in the
sense that starting at almost any other point in their immediate vicinity produces an-
other trajectory (also chaotic), which deviates exponentially from the original (ref-
erence) orbit as time increases.

Still, if one works only numerically, it is possible to miss chaotic orbits alto-
gether, since their associated regions can be very thin and may not even appear in
the computations. To speak about complete integrability therefore (or the absence
thereof) one must have some analytical theory to support rigorously one’s state-
ments. One such theory is provided by the so-calledPainlev̀e analysis, which inves-
tigates a very fundamental property of the solutions related to theirsingularities in
complex time[282, 155, 101].

The main result here is that if a system of ODEs has the so-calledPainlev̀e prop-
erty, i.e. its solutions haveonly polesasmovablesingularities, it is expected to be
completely integrable, even explicitly solvable in terms of known functions. The
term “movable” implies that the location of a singularityt∗ is one of the free con-
stants to be specified by the initial conditions of the problem. It serves to differen-
tiate movable singularities from the so-calledfixedones, which appear explicitly in
the equations of motion [172, 110].

In the context of this analysis, one finds that the only known cases in which you
can in principle integrate the Hénon-Heiles equations completely are the following:

Case 1 : A= B, C=−1,

Case 2 : A,B free, C=−6,

Case 3 : B= 16A, C=−16. (2.29)

Of course, identifying integrable cases by the Painlevè analysis only tells us
where to look forN dof Hamiltonian systems whose solutions are globally ordered
and predictable. It does not tell us how to find theN integrals that must exist (accord-
ing to the LA theorem) and which are necessary to solve the equations of motion by
quadratures. So, do we really need to bother with examples ofintegrable systems?

After all, they are so rare, that they can hardly be expected to come up in realistic
physical situations. To be fair about them, however, it is important to note that inte-
grable systems are especially useful for two important reasons: First, they frequently
arise as close approximations of many physically realisticproblems (the solar sys-
tem being the most famous example) and second, their basic dynamical features do
not change very much under small perturbations, as the KAM theorem [20] assures
us and as we know by now from an abundance of examples.
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Let’s take for instance the best-studied case of the Hénon-Heiles system, which
is both physically interesting and (most likely) non-integrable,A = B = 1, C = 1
[167, 229]

H =
1
2
(p2

x + p2
y)+

1
2
(x2+ y2)+ x2y− 1

3
y3 = E. (2.30)

Let us select a value of the total energy small enough, withinthe interval 0< E <
1/6, for which it is known that all solutions of (2.30) are bounded. To visualize
these solutions, let us plot in Fig. 2.7 the intersections ofthe corresponding orbits
with the plane(y, py) every timet = tk, k = 1,2, . . . at whichx(tk) = 0, px(tk) > 0.
This is what we call aPoincaŕe surface of section(PSS) for which we shall have a
lot more to say in the remainder of this chapter.

Do you see any chaos in panel (a) of this figure, whereE = 1/24? No. Yet, it is
there, between the invariant curves that correspond to intersections of 2-dimensional
tori of quasiperiodic orbits, in the form of thin chaotic layers that are too small to
be visible. To see these chaotic solutions, one would have toeither increase the
resolution of Fig. 2.7(a) or raise the energy. Let us do the latter. Observe in this way,
in Figs. 2.7(b), (c), that we would have to reach energy values as high asE = 1/8
before we begin to see widespread chaotic regions on the PSS.Note also that these
regions grow rapidly asE approaches the escape energyE = 1/6, where chaos
seems to spread over the full domain of allowed motion, whileregular orbits are
restricted within small “islands” of quasiperiodic motionthat seem to vanish as the
energy increases.

2.3 Non-autonomous one degree of freedom Hamiltonian systems

Perhaps the simplest non-integrable Hamiltonian system inexistence is a single pe-
riodically driven anharmonic oscillator, studied by GeorgDuffing [119], a German
engineer who worked on nonlinear vibrations. This oscillator is described by what
is called nowadays Duffing’s equation of motion [163, 349, 208]

q̈(t)+ω2
0q(t)+αq2(t)+βq3(t)+ γ sinΩ t = 0, (2.31)

where we denote from now on time differentiation by a “dot” over the differentiated
variable. In (2.31)q(t) again represents the displacement of this one-dimensional
oscillator from its zero position. Furthermore, we can alsodenote its momentum by
p= q̇ and write the above equation as a driven one dof Hamiltonian system of the
form

q̇= p=
∂H
∂ p

, ṗ=−ω2
0q−αq2−βq3− γ sinΩ t =−∂H

∂q
, (2.32)

where the Hamiltonian function

H = H(q, p, t) =
1
2
(p2+ω2

0q2)+
α
3

q3+
β
4

q4+ γqsinΩ t, (2.33)
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Fig. 2.7 Orbit intersections with the PSS(y, py) of the solutions of the Hénon-Heiles system with
Hamiltonian (2.30), at timestk, k = 1,2, . . ., wherex(tk) = 0, px(tk) > 0 and for fixed values of
the energyE. Note in panels (a) and (b), whereE = 1/24 andE = 1/12 respectively, no chaotic
orbits are visible and a second integral of motion besides (2.30) appears to exist. When we raise
the energy however toE = 1/8 in (c), this is clearly seen to be an illusion. Ordered (i.e.quasiperi-
odic) motion is restricted within islands surrounded by chaos, whose size diminishes rapidly as the
energy increases further. Thus, in (d) whereE attains the valueE = 1/6 above which orbits escape
to infinity, the domain of chaotic motion extends over most ofthe available energy surface.

for γ 6= 0 depends explicitly ont. Thus,H is no longer an integral of the motion.
Indeed, whenγ 6= 0 things quickly start to get complicated. First of all,q =

p = 0 is no longer an equilibrium position since the sinusoidal term in (2.31) will
immediately drive the oscillator away from that position. In fact,noequilibria exist
at all, since it is clearly not possible to findanypointsq0, p0 that remain fixed when
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we set ˙q= ṗ = 0 in these equations. More importantly, of course, the phasespace
of the system isnot 2-dimensional. Observe that it is no longer sufficient to specify
a point(q(t0), p(t0)) in the (q, p) plane and expect to get a unique solution lying
in that plane. You also need to specify exactly what timet0 you are talking about,
since the dynamics is no longer invariant under time translation, as in the cases of
the autonomous Hamiltonian systems considered so far.

The motion, therefore, evolves in the 3-dimensional space,q, p, t and (2.33) is
sometimes referred to as a system ofone and a halfdof. In fact it is no different
than a 2 dof Hamiltonian system, since, in the terminology ofSect. 2.1, we can
represent the nonlinear oscillator in (2.31) by one action-angle pairI1, θ1 and think
of q, p as coupled to a second (linear) oscillator whose actionI2 is fixed, while its
angle coordinate isθ2 = Ω t. Mathematically speaking, we say that the phase space
is a cylinder, R2×S1, where every point in the(q, p) plane is associated with an
angle on the unit circleS1.

To understand how this periodic driving in (2.31) affects the dynamics we will
consider the periodic diving term as a small perturbation inthe two special cases
β = 0 andα = 0 separately.

2.3.1 The Duffing nonlinear oscillator

Let us setβ = 0, α =−1, ω0 = 1 in (2.32) and examine the solutions of the system

q̇= p, ṗ=−q+q2− γ sinΩ t (2.34)

for 0≤ γ ≪ 1. Whenγ = 0 it is easy to see that there are two equilibria: (i)q= p= 0,
(ii) q= 1, p = 0. Linearizing the equations of motion about them, as described in
Sect. 2.1, we easily find that (i) is a (stable) elliptic pointand (ii) is an (unstable)
saddle. On the other hand, the dynamics of this one dof systemin the full phase
plane(q, p) is described by the family of curvesH = H(q, p) = (1/2)(p2+q2)−
(1/3)q3 = E parameterized by the value of the energyE, as shown in Fig. 2.8(a).

Observe that, as in the case of the simple pendulum, here alsoa region of os-
cillations exists around the origin, which extends all the way to the saddle at(1,0)
and is separated from the outside part of the phase plane (where all solutions escape
to infinity) by an invariant curveScalled the separatrix. The only difference is that
in the pendulum problemS joins two different saddles and represents a so-called
heteroclinicsolution of the equations, while in the quadratic oscillator of (2.34),
S joins (1,0) to itself and is calledhomoclinicsolution (these terms come from
the Greek words “cline” meaning “bed” and “hetero” and “homo” which mean, of
course, “different” and “same” respectively). These invariant curves, and the homo-
clinic (or heteroclinic) orbits that lie on them, constitute perhaps the single most
important object of study in nonlinear Hamiltonian dynamics.

Let us try to understand why: As Poincaré first pointed out, when γ 6= 0, the
elliptic point at(0,0) and the saddle point at(1,0) in Fig. 2.8(a) shift to slightly
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Fig. 2.8 (a) The(q, p) phase plane of the quadratic oscillator (2.34) in theγ = 0 case. Note the
elliptic point at the origin and the saddle point at(1,0). The separatrixShere is a single invariant
curve described by a homoclinic orbit joining the unstable and stable manifolds of the saddle at
(1,0). (b) Whenγ 6= 0, however, these manifolds no longer join smoothly but intersect each other
infinitely often on a PSSΣt0 = (q(tk), p(tk)), tk = kT + t0, k = 1,2, . . ., whereT = 2π/Ω is the
period of the forcing term.

different locationsP andQ on the PSS

Σt0 = {q(tk), p(tk)), tk = kT+ t0, k=±1,±2, . . .} , T = 2π/Ω (2.35)

(see Fig. 2.8(b)). These are no longer fixed points of the differential equations,
but have become intersections ofT(= 2π/Ω)-periodic orbits of the system (2.34),
whose solutions evolve now in the 3-dimensional spaceR

2×S1, as explained above
[229, 163].

In addition, the stable and unstable manifoldsS+ andS− of the pointQ intersect
transversally at a point(q0, p0) in Fig. 2.8(b), lying furthest away fromQ. This
implies the simultaneous occurrence of a double infinity of such points, denoted
by (qk, pk), k= ±1,±2, . . ., with (qk, pk)→ P ask→±∞, which constitute in fact
two distincthomoclinic orbits, one withk = 0,±2, . . . ,±2m, . . . and one withk =
±1, . . . ,±(2m+1), . . ., mbeing a positive integer.

The reason for this is that the time evolution of the system onthe PSS (2.35) is
more conveniently described by the Poincaré map [173, 268,349]

Pt0 : Σt0 → Σt0, t0 ∈ (0,2π/Ω), (2.36)

defined by following the trajectories of the systems and monitoring their intersec-
tions withΣt0. P andQ are respectively an elliptic and a saddle fixed point of this
map, since they satisfyPt0(P) =P andPt0(Q) =Q. Most importantly, the map (2.36)
is a a diffeomorphism, i.e. it is continuous and at (least once) continuously differ-
entiable with respect to the phase space variablesq, p. It is alsoinvertible, i.e.P−1

t0
exists and is also a diffeomorphism. This means that it maps,forward and back-
ward in time, neighborhoods of the PSS that exhibit diffeomorphically equivalent
dynamics. Thus, an intersection point of the invariant manifolds is mapped byPt0
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(or P−1
t0 ) to the next (or previous) such intersection point, provided the manifolds in

their neighborhoods have thesame orientation.
This explains why, for example, as the homoclinic pointX is mapped toX′, X′′,

etc. (and its companionY is mapped toY′, Y′′, etc.) in Fig. 2.9(a), a shaded lobe
is mapped to the next one closer to the saddle pointQ, by successive applications
of the mapPt0. This results in thetransportof points which were once “inside” the
manifoldsS+, S− to the region “outside”. On the other hand, as Fig. 2.9(a) also
shows, there are corresponding lobes which were originally“outside” and are now
mapped “inside” the domain of the elliptic point atP. Furthermore, the Hamiltonian
nature of the problem implies, according to Liouville’s theorem [229, 268, 349], that
the system is conservative in the sense that it preserves phase space volume. This
implies that the areas of the lobes shown in Fig. 2.9 are equalto each other.

Fig. 2.9 (a) The successive action of (2.36) maps each shaded lobe of the figure to the next one,
closer to the pointQ, thus taking points from the region “inside” the invariant manifolds to the re-
gion “outside” and eventually to infinity. (b) Schematic picture of the dynamics around the elliptic
fixed point of the Poincaré map (2.36), on the surface of section Σt0, whenγ 6= 0.

Meanwhile, in thehomoclinic tangleformed by the intersecting manifolds near
the saddle pointQ there is a wealth of dynamical phenomena about which a lot is
known. Besides the homoclinic orbits, there is a countable infinity of unstable peri-
odic solutions, while there also exist invariant Cantor sets, for which it can be rig-
orously proved by the Smale horseshoe theory [163, 349, 268]that any two nearby
points belonging to this set lead to orbits that separate from each other exponentially
fast in phase space.

Of course, if instead of one saddle point our Poincaré map had two (see next sub-
section) the intersecting manifolds would give rise toheteroclinicorbits, in the same
way as described above, with lobes of equal areas transporting points from “inside”
the invariant manifolds “outside” and vice versa. Heteroclinic tangles would thus
be formed, where invariant sets of chaotic orbits can be similarly proved to exist.
The important observation is that this does not happen only near saddle fixed points
of the Poincaré map (2.36). It also happens, at smaller scales, near every unstable
m-periodic orbit of the system of periodTm= mT, m= 2,3, . . ., intersecting the PSS
(2.35) atm points (see Fig. 2.9(b)).
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As we know from the KAM theorem, “most” (in the sense of positive measure)
invariant curves around the origin of (2.34) atγ = 0 are preserved for sufficiently
small γ 6= 0. Furthermore, a very important theorem by Birkhoff [229, 349] also
assures us that the invariant curves of theγ = 0 case corresponding to periodic
orbits break up into an even number of stable and unstablem-periodic orbits, which
appear on the surface of section aselliptic andsaddle fixed pointsrespectively of
themth power of the Poincaré mapPm

t0 .
This is schematically shown in Fig. 2.9(b) and represents indeed a wonderful sign

of a complex phenomenon, as it rigorously demonstrates thatthere are chaotic re-
gions around saddle points present at all scales! Around every elliptic fixed point
of any powerof the Poincaré map (hence around every small island shown in
Fig. 2.9(b)), there are smaller islands and around them evensmaller ones etc., with
saddles and tangles of heteroclinic chaos in between down toinfinitesimally small
scales!

It is instructive to carry out the above analysis for the Duffing oscillator (2.31)
with only cubic nonlinearity. Settingα = 0, the equation of motion becomes

q̈(t) =−δq(t)−βq3(t)+ γ sinΩ t, (2.37)

where we have replaced the parameter before the linear term by δ , so as to be able
to consider also the caseδ < 0. Although the phenomena we encounter here are
qualitatively the same as in the example of the quadratic Duffing oscillator, we will
have the chance to exploit the additional symmetry of the dynamics under reflection
about the axisq= 0 (whenγ = 0). This is relevant in many physical systems (like
vibrating structures fixed on a horizontal uniform floor), where motions to the right
or left are equally favorable. With (2.37), we also have the opportunity to discuss a
case that has many common features with the pendulum problemand examine the
interesting dynamics of the so-called double-well potential that arises frequently in
many problems of physics.

Let us begin by considering the caseδ = −β = 1, where the above system is
written inq, p phase space coordinates as

q̇= p, ṗ=−q+q3+ γ sinΩ t. (2.38)

Evidently, in the unforced caseγ = 0, this anharmonic oscillator possesses 3 fixed
points: (i) An elliptic one,P = (0,0) and two saddle points (ii)Q1 = (−1,0) and
(iii) Q2 = (1,0). Furthermore, the solutions along the separatrices are given in terms
of simple hyperbolic functions. We thus have the opportunity to apply to these solu-
tions the so-calledMel’nikov theory[163, 349], which allows one to study exactly
what happens to these heteroclinic orbits whenγ 6= 0. In Problem 2.2 we ask you to
carry out such a calculation, following the steps outlined below.

First of all, recall that the saddle points of our cubic oscillator (just as in the
case of the quadratic oscillator) are unstable periodic orbits of (2.38) with period
T = 2π/Ω , which persist on the PSS (2.35) as saddle fixed points of the Poincaré
map (2.36). These points continue to possess stable and unstable manifolds, which
no longer join smoothly, as in the unforced case. Mel’nikov’s approach works within
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the framework of perturbation theory for|γ| ≪ 1 and yields expressions for the het-
eroclinic solutions of the perturbed problem, both for the stable as well as unstable
manifolds of these saddle fixed points, as series expansionsin powers ofγ.

We thus obtaindifferentexpansions which are uniformly valid in time intervals
(−∞, t1), for the unstable manifold of theQ1 point and(t2,∞) for the stable manifold
of the pointQ2, wheret2 > t1. Examining these solutions at timest0 ∈ (t1, t2) where
both series are valid, Mel’nikov’s theory shows,to first order inγ, that the points at
which the corresponding manifolds intersect correspond tothe roots of the function

M(t0) =
∫ ∞

−∞
( f1g2− f2g1)(x̂(t − t0), t)dt, (2.39)

which is proportional to thedistancebetween the two manifolds on the PSS (2.35),
as a function oft0 (see Problem 2.2). To derive (2.39) we have written our equations
of motion in the form

q̇= f1(q, p)+ γg1(q, p, t), q̇= f2(q, p)+ γg2(q, p, t), gi(q, p, t) = gi(q, p, t +T),
(2.40)

i = 1,2, while x̂(t − t0) = (q̂(t − t0), p̂(t − t0)) represents the exact heteroclinic (or
homoclinic) solution of the unforcedγ = 0 case.

This means that we can now study analytically what happens tothese stable
and unstable manifolds as one turns on the perturbation of the periodic forcing in
the above systems. Indeed, based on our knowledge of the exact solution on these
manifolds forγ = 0 we can verify, as Poincaré predicted, that the Melnikov integral
(2.39) is anoscillatory function of t0 with infinitely many roots,M(t0i) = 0, i =
0,±1,±2, . . .. These correspond to the intersection points of the manifolds at which
the heteroclinic (or homoclinic) orbits of the perturbed system are located.

Let us see how all this works in the case of the cubic oscillator (2.38). As the
reader can easily verify, forγ = 0, the separatrices (or heteroclinic solutions) of this
problem,S±, are given by the hyperbolic functions

x̂(t − t0) = (q̂(t − t0), p̂(t − t0)) =±
(

tanh

(
1√
2
(t − t0)

)
,

1√
2

sech2(t − t0)

)
.

(2.41)
If we use the above expressions to substitute in (2.39) we obtain an integral

M(t0) =
∫ ∞

−∞
p̂(t − t0)sinΩ tdt =

1√
2

∫ ∞

−∞
sech2t sinΩ(t + t0)dt, (2.42)

that is not elementary. Its evaluation requires that we extend the integration to a
strip in the complext-plane and use Cauchy’s residue theorem (see Problem 2.2).
The result is a simple formula

M(t0) =
πΩ/2

sinh(πΩ/2)
sinΩ t0, (2.43)
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which, when multiplied byγ provides an estimate of thedistancebetween the stable
and unstable manifolds att = t0 (compare with the numerical results of Exercise
2.4). It also demonstrates that these manifolds intersect transversely infinitely often,
sinceM(t0) has infinitely many zeros due to the sine function in (2.43)),

In fact, Mel’nikov’s theory does not only apply to perturbations of planar Hamil-
tonian systems. It can be extended to dynamical systems of arbitrary dimension,
n≥ 2, which can be written in the form

ẋ(t) = f(x(t))+ γg(x, t), g(x, t) = g(x, t +T), (2.44)

for x(t)= (x1(t), . . . ,xn(t)) andγ a sufficiently small real parameter. In the particular
case where the unperturbed equations are derived from an integrable Hamiltonian
system, possessingn independent integrals in involutionFi , i = 1,2, . . . ,n, we obtain
a Mel’nikov vector function,M(t0,ν) = (M1, . . . ,Mn), whose components are given
by [93, 290, 291]

Mi(t0,ν) =
∫ ∞

−∞
(∇Fi(x̂(t,ν)),g(x̂(t,ν), t − t0))dt, (2.45)

where(,) denotes the inner product andν is a (generally)n-dimensional parameter
entering in the homoclinic (or heteroclinic) solutionx̂(t,ν)). Now, however, mat-
ters are more complicated, as we no longer have the geometricvisualization of the
invariant manifolds that was available in then= 2 case and we refer the interested
reader to the literature for more details [349, 93, 290, 291].

Exercises

Exercise 2.1.(a) Perform the variable transformationx= sin(θ/2) to the equation
of motion of the simple pendulum (2.7) and show that this ODE becomes

ẍ=−
(

ω2+
E
2

)
x+2ω2x3, (2.46)

whereω =
√

g/l . Using the theory of Jacobi elliptic functions [172, 110, 6], prove
that the solution of this ODE can be expressed as the Jacobi elliptic sine function

x(t) =Csn(µ(t − t0),κ), µ2(1+κ2) = ω2+
E
2
, κ2µ2 = ω2C2, (2.47)

which corresponds to the initial conditionsx(t0) = 0, ẋ(t0) = µC, while the energy
equation gives 2µ2C2 = E. EliminatingC, µ from these equations, obtain an ex-
pression relating the modulusκ of the elliptic sine function to the total energyE
and show that in the limitE → 0, κ → 0, andx(t) becomes the usual trigonometric
sine function. Prove also that in the limitκ → 1 the solution on the separatrix of
Fig. 2.4 reduces to the hyperbolic tangent function.
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(b) Show that in the oscillatory domain the periodT of the pendulum is given in
terms of the elliptic integral of the first kind

K(κ2) =

∫ π/2

0

dφ√
1−κ2sin2 φ

, (2.48)

and use this result to evaluate the first 2–3 terms in an expansion of T in powers
of κ2. Finally, use the Fourier representation of the elliptic sine function in terms
of trigonometric sines to plot sn(u,κ2) as a function of its argumentu for several
values of the modulusκ2 (see [172, 110, 6]).

Exercise 2.2.Consider a system of two coupled harmonic oscillators of thetype
considered in Sect. 2.2, Fig. 2.5. Callk= k1 the constant of the springs by which the
two masses are tied to the walls andk = k2 the constant of the spring that connects
them to each other. Find valuesk1,k2 such that the general solution of the system is
periodic and determine the period in every case.

Exercise 2.3.Show that the unforced quadratic and cubic Duffing oscillators (2.34),
(2.38) (forδ =±1) possess the Painlevè property and solve the two problemscom-
pletely in terms of Jacobi elliptic functions. Find explicit expressions for the so-
lutions in all parts of the phase plane corresponding to regions of bounded and
unbounded motion, as well as on the separatrices between these regions.

Exercise 2.4.Consider a Duffing cubic oscillator on which periodic forcing is ap-
plied parametrically as follows

q̇= p, ṗ=−q(1+ γ sin(Ω t))+q3. (2.49)

This is a case where the spring constant (or the length of an associated pendulum
model) is taken to vary sinusoidally about its constant value. Note that the elliptic
point at the origin and the two saddle points at(±1,0) remain at their place when
γ 6= 0.
(a) Linearize (2.49) about the points(±1,0) and obtain the corresponding linear sta-
ble and unstable manifoldsE±

s , E±
u . Keepingγ = 0 locate points on these manifolds

very close to the fixed points, which if propagated forward (or backward) in time
by (2.49) will accurately trace the two separatricesS± representing the upper and
lower heteroclinic orbits joining the two saddles.
(b) Whenγ 6= 0, construct the associated 2×2 linearized Poincaré mapL (and its
inverseL−1) by solving numerically (2.49) forward and backward in timeand plot-
ting points very close to(±1,0) on the PSSΣt0 at t = ±2π/Ω . Evaluate the linear
stable and unstable manifoldsE±

s , E±
u of the 2×2 matricesL andL−1.

(c) Place many points on these linear manifolds very close to(±1,0) and propagate
them forward (and backward) in time by solving numerically (2.49) and plotting
their iterates att = 2mπ/Ω , m= ±1,±2, . . .. Thus show that the corresponding
nonlinear manifolds no longer join smoothly but intersect each other repeatedly
forming heteroclinic tangles, within which dense sets of chaotic orbits can be found
according to Smale horseshoe dynamics.
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Problems

Problem 2.1.Study the general solution of the Hénon-Heiles problem in the inte-
grable caseA = B, C = −1 as follows: Adding and subtracting the equations of
motion (2.27) in that case, show that they lead to twouncouplednonlinear oscilla-
tors. Use this fact to obtain two integrals, which are independent and in involution.
Plot the invariant curves in the(X,PX) and (Y,PY) surfaces of section and relate
them to the exact solutions of the problem given in terms of Jacobi elliptic functions
(see Exercise 2.1). Discuss the dynamics of the system for all values of the energy
E > 0.

Problem 2.2.Use Mel’nikov’s theory as described in [163, 349] to derive an ex-
pression for the distance between stable and unstable manifolds as a function of
the Mel’nikov integral and the magnitude of the unperturbedvector field along the
invariant manifolds. Apply this theory to the case of the cubic Duffing oscillator
(2.38) as outlined in Sect. 2.3.1, evaluate the corresponding Melnikov integral and
prove the result shown in (2.43). Repeat this analysis for the parametrically driven
Duffing oscillator (2.49) and compare the results.

Problem 2.3.Study the cubic Duffing oscillator (2.37) in the caseδ = −β = −1,
which describes a physical problem with a double well potential. Assume further-
more that the periodic perturbation is of the form

q̇= p, ṗ= q−q3+ ε(−η p+ γ sinΩ t), (2.50)

where−η p (with η > 0) is a term introducing dissipation. Draw the phase plane
curves of theε = 0 case and show that the origin is a saddle fixed point whose stable
and unstable manifolds are joined by two symmetric homoclinic solutions “embrac-
ing” two elliptic points at(0,±1). Apply Mel’nikov’s theory to show that forε 6= 0
these manifolds split into homoclinic orbits whenη andγ satisfy a certain inequal-
ity. Now solve (2.50) numerically, using the approach described in Exercise 2.4, to
examine the validity of the inequality you derived for 0< ε ≪ 1. How accurate are
its predictions for the appearance of horseshoe chaos in theproblem?





Chapter 3
Local and Global Stability of Motion

Abstract In this chapter, we discuss in a unified way equilibrium points, periodic
orbits and their stability, which constitutelocal concepts of Hamiltonian dynamics
together with ordered and chaotic motion, which are the concern of a more global
type of analysis. Using the Fermi Pasta Ulamβ (FPU−β ) model as an example, we
study the destabilization properties of some of its simple periodic orbits and connect
them to wider aspects of the motion in phase space. We show numerically that the
spectrum of positive Lyapunov exponents, characterizing aregion of strong chaos,
becomes invariant in the thermodynamic limit,E → ∞ andN → ∞, with E/N =
const. The chapter ends with an introduction of the smaller alignment index (SALI)
and the generalized alignment index (GALI) criteria for distinguishing ordered from
chaotic motion.

3.1 Equilibrium points, periodic orbits and local stabilit y

3.1.1 Equilibrium points

Let us note first that Hamilton’s equations of motion (1.7) can be written more com-
pactly in the form

ẋ =
dx
dt

=

(
0N IN
−IN 0N

)
∇H(x) = Ω∇H(x), x = (q,p), (3.1)

whereIN and 0N denote theN× N identity and zero matrices respectively. This
notation, in fact, introduces the important matrixΩ , which is fundamental in estab-
lishing thesymplectic structureof Hamiltonian dynamics. First of all, it enjoys a
number of important properties:

(i) ΩT =−Ω (antisymmetry), (ii) ΩT = Ω−1 (orthogonality), (3.2)

33
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based on which one defines thegroup of symplectic n×n matrices Mas those that
satisfy the condition

M = MΩMT ⇒ MT =−ΩM−1Ω , M−1 = ΩMTΩT, (3.3)

with superscripts T and−1 denoting the transpose and inverse of a matrix respec-
tively.

As we discussed in Chapt. 1, the simplest solutions of a Hamiltonian system are
its equilibrium (or fixed points) (̄q, p̄), at which the right hand sides of Hamilton’s
equations vanish,

∂H(q̄, p̄)
∂pk

= 0,
∂H(q̄, p̄)

∂qk
= 0, k= 1,2, . . .N (3.4)

Thus, given a Hamiltonian system our first task is to find all its fixed points solving
the nonlinear equations (3.4). Next, we need to examine the dynamics near each one
of these points.

To do this we write the solutions of (3.1) as small deviationsabout one of the
fixed points as

x(t) = (q̄, p̄)+ ξ (t), ||ξ (t)|| ≪ ε, (3.5)

(whereε is the maximum of the Euclidean norms||q̄||, ||p̄||), substitute in (3.1) and
linearize Hamilton’s equations about this point to obtain

ξ̇ (t) = A(q̄, p̄)ξ (t), (3.6)

where higher order terms inξ have been omitted due to the smallness of the norm of
ξ (t) noted in (3.5). The constant matrixA represents the Jacobian ofΩ∇H(x) eval-
uated at the fixed point, as explained in (2.10) and (2.11). The important observation
here is thatA can be written as the productA= ΩS, whereS= ST is a symmetric
matrix.

Clearly, the solutions of the linear system (3.6) will determine the local stability
character of(q̄, p̄) by telling us what kind of dynamics occurs in the vicinity of this
equilibrium point. As explained in Chap. 1, we shall call this fixed pointlinearly
stable if all the solutions of (3.6) are bounded for allt. To find out under what
conditions this is true, let us write the general solution ofthis system as

ξ (t) = eAtξ (0) = X(t)ξ (0), (3.7)

whereX(t) is called thefundamental matrixof solutions of (3.6), withX(0) = I2N,
the identity matrix. Clearly, the boundedness properties of these solutions depend
on the eigenvalues of the Hamiltonian matrixA. What do we know about these
eigenvalues? Many things, it turns out.

Observe that starting from the characteristic equation they satisfy det(A−µ I) =0
and using the properties of symmetric matrices andΩ

det(A− µ I) = det(ΩS− µ I) = det(ΩS− µ I)T = det(STΩT − µ I) =
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det(−SΩ − µ I) = (−1)2N det(SΩ + µ I) = det[Ω(SΩ + µ I)Ω−1] =

det(ΩS+ µ I) = det(A+ µ I) = 0, (3.8)

we discover that ifµ is an eigenvalue ofA so is−µ . This implies that Hamilto-
nian systems can never have asymptotically stable (or unstable) fixed points. We,
therefore, conclude that a necessary and sufficient condition for such a equilibrium
point to be stable is that all the eigenvalues of its corresponding matrixA have zero
real part! And sinceA is a real matrix, if it possesses an eigenvalueµ = α + iβ
(with α, β real), it will also have among its eigenvalues:µ = α − iβ , µ =−α + iβ
µ =−α − iβ .

Now we understand why in all theN= 1,N= 2 dof Hamiltonian systems studied
in Chap. 2, all stable fixed points haveA matrices with purely imaginary eigenvalues
and the solutions in their neighborhood execute simple harmonic motion. Further-
more, we also realize that a stable fixed point of a Hamiltonian system can become
unstable by two kinds ofbifurcations:

(i) A pair of imaginary (±iβ ) eigenvalues splittingon the real axisinto an
(α,−α) pair, or

(ii) An eigenvalue pair(±iβ ) splitting into four eigenvalues(±α ± iβ ) in the
complex plane, in a type ofcomplex instability.

Bifurcation (i) leads to an equilibrium of thesaddletype, since(α,−α) corre-
spond to two real eigenvectors, along which the solutions of(3.6) converge or di-
verge exponentially from the fixed point. These eigenvectors identify the so-called
stable and unstableeuclideanmanifolds, respectively,Es, Eu, of the fixed point.
When continued under the action of the full nonlinear equations of motion (3.1)
these become the stable and unstable invariant manifoldsWs, Wu, which may inter-
sect each other (or invariant manifolds of other saddle fixedpoints) and cause the
horseshoe type of homoclinic (or heteroclinic) chaos we already encountered in the
examples of Chap. 2.

By contrast, bifurcation (ii) occurs more rarely because itrequires that the four
imaginary eigenvalues of a stable equilibrium point,(±iβ1,±β2), be degenerate,
i.e. β1 = β2. It also does not arise in Hamiltonian systems ofN = 1 dof (why?).
As we will see in all the examples of Hamiltonian lattices analyzed in this book,
bifurcation (i) is a lot more common and will thus appear quite frequently in the
pages that follow.

3.1.2 Periodic orbits

It is time now to discuss the next most important type of solution of Hamiltonian
systems, which is their periodic orbits. You might expect, of course, the mathematics
here to become more involved and you would be right. However,as we will soon
find out, the wonderful instrument of the Poincaré map and its associated surfaces
of section will come to the rescue and make the analysis a lot easier. Let us begin
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by giving a more general definition of the Poincaré map than the one we used in
Chapt. 2.

In particular, we will assume that ourn-dimensional dynamical system, cast in
the general forṁx= f(x) (see (1.1)) has a periodic solutionx̂(t) = x̂(t+T) of period
T. Let us choose an arbitrary point along this orbitx̂(t0) and define a PSS at that
point as follows

Σt0 = {x(t) / (x(t)− x̂(t0)) · f(x̂(t0)) = 0} . (3.9)

Thus,Σt0 is a(n−1)-dimensional plane which intersects the given periodic orbit at
x̂(t0) and is vertical to the direction of the flow at that point. Clearly now a Poincaré
map can be defined on that plane as before, by

P : Σt0 → Σt0, xk+1 = Pxk, k= 0,1,2, . . . (3.10)

for whichx0 = x̂(t0) is a fixed point, sincex0 = Px0. We now examine small devia-
tions about this point,

xk = x̂0+ηk, ||ηk|| ≪ ε, (3.11)

(whereε is of the same magnitude as||x̂0||), substitute (3.11) in (3.10) and linearize
the Poincaré map to obtain

ηk+1 = DP(x̂0)ηk, (3.12)

where we have neglected higher order terms inη andDP(x̂0) denotes the Jacobian
of P evaluated at̂x0.

To determineP we may use thevariational equationsof the original differential
equations derived by writingx(t) = x̂(t)+ ξ(t), whence linearizing (1.1) about this
periodic orbit leads to the system

ξ̇ (t) = A(t)ξ (t), A(t) = A(t +T), (3.13)

whereA(t) is the Jacobian matrix off(x) evaluated at the periodic orbitx(t) = x̂.
The crucial question, of course, we must face now is: How are the two linear systems
(3.12) and (3.13) related to each other?

Observe that we have used different notations for the small deviations about the
periodic orbit:ξ (t) in the continuous time setting of differential equations and ηk in
the discrete time setting of the Poincaré map. This is not just because they represent
different quantities, it is also to emphasize that their dimensionality as vectors in the
n-dimensional phase spaceRn (n= 2N for a Hamiltonian system) is different:ξ (t)
is n-dimensional, whileηk is (n−1)-dimensional! How are we to match these two
small deviation variables?

The answer will come from what is calledFloquet theory[268, 349, 110]. First
we realize that since (3.13) is a linear system of ODEs it mustpossess, in general,
n linearly independent solutions, forming the columns of then× n fundamental
solutionmatrixM(t, t0) in

ξ (t) = M(t, t0)ξ (0), M(t, t0) = M(t +T, t0) (3.14)
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(see (3.7)). Now, if we change our basis at the pointx̂(t0) so that one of the directions
of motion is along the directionvertical to the PSS (3.9), we will observe that the
nth column of the matrixM(T, t0) has zero elements except at the last entry which is
1. Thus, if we eliminate from this matrix itsnth row andnth column, it turns out that
its (n−1)× (n−1) submatrix is none other than our beloved Poincaré map (3.10)!
Surprised? That is the relation between the two approaches we were seeking.

This means that if we could compute the so-called monodromy matrix M(T, t0)
numerically we could evaluate its eigenvalues,µ1, . . . ,µn−1 (the last one beingµn =
1), which are those of the Poincaré map and determine the stability of our periodic
orbit as follows: If they are all on the unit circle, i.e.|µi | = 1, i = 1, . . . ,n−1, the
periodic orbit is (linearly)stable, while if (at least) one of them satisfies|µ j |> 1 the
periodic solution isunstable(see Exercise 3.2).

But how do we compute the monodromy matrixM(T, t0)? It is not so difficult.
Let us first sett0 = 0 for convenience and observe from (3.14) thatM(0,0) = In. All
we have to do is integrate numerically the variational equations (3.14) fromt = 0
to t = T, n times, each time for adifferent initial vector (0, . . . ,0,1,0, . . . ,0) with
1 placed in theith position,i = 1,2, . . . ,n. Note that since these equations are lin-
ear numerical integration can be performed toarbitrary accuracyand is also not
too-time consuming for reasonable values of the periodT. Once we have calculated
M(0,0), we may proceed to compute its eigenvalues and determine thestability of
the periodic orbit according to whether at least one of theseeigenvalues has magni-
tude greater than 1.

In Problems 3.1 and 3.2 at the end of the chapter we urge the reader to apply
the above theory to a periodically driven cubic Duffing oscillator and a special case
of theN = 2 dof Hénon-Heiles Hamiltonian. Only if you solve these problems you
will be able to appreciate the more elaborate applications of Floquet theory in the
sections that follow. More importantly, however, these problems will also teach you
that stability of periodic orbits once relinquished is not lost forever! It may indeed
be recovered (even infinitely) many times as we vary an important parameter like
the total energy of the systemE.

3.2 Linear stability analysis

Now that we have learned how to study the linear stability properties of periodic
solutions of Hamiltonian systems, it is time to wonder aboutthe implications of
this analysis regarding the more “global” dynamics, which is really what we are
interested in. Let us turn, therefore, immediately to the class of one-dimensional
lattices (or chains) of coupled oscillators.

Our first example is the famous Fermi Pasta Ulam (FPU)−β model described by
theN dof Hamiltonian [44]

H =
1
2

N

∑
j=1

p2
j +

N

∑
j=0

1
2
(x j+1− x j)

2+
1
4

β (x j+1− x j)
4 = E, (3.15)
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wherex j are the displacements of the particles from their equilibrium positions, and
p j = ẋ j are the corresponding canonically conjugate momenta,β is a positive real
constant andE is the total energy of the system. Note that by not including any cu-
bic nearest neighbor interactions in (3.15), we have kept animportant symmetry of
the system under the interchangex j →−x j , which will make our analysis simpler.
However, most of what we shall be discussing can also be studied when cubic inter-
actions are included with anα coefficient before them in what is called the FPU-α
model (see Chapt. 5 and 6).

Let us focus on the special class of periodic solutions we have called Simple Pe-
riodic Orbits (SPOs), which have well-defined symmetries and are known in closed
form. In particular the SPOs we shall be concerned with are the following:
I. For the FPU withperiodic boundary conditions:

xN+k(t) = xk(t), ∀t,k (3.16)

The Out-of-Phase Mode (OPM) for FPU, withN even (often called theπ-mode)

x̂ j(t) =−x̂ j+1(t)≡ x̂(t), j = 1, . . . ,N. (3.17)

II. For the FPU model andfixed boundary conditions:

x0(t) = xN+1(t) = 0, ∀t (3.18)

(a) The SPO1 mode, withN odd,

x̂2 j(t) = 0, x̂2 j−1(t) =−x̂2 j+1(t)≡ x̂(t), j = 1, . . . ,
N−1

2
. (3.19)

(b) The SPO2 mode, withN = 5+3m, m= 0,1,2, . . . particles,

x3 j(t) = 0, j = 1,2,3. . . ,
N−2

3
,

x j(t) = −x j+1(t) = x̂(t), j = 1,4,7, . . . ,N−1. (3.20)

Fortunately, the FPU system with fixed boundary conditions is one of those ex-
amples where we can directly apply Lyapunov’s Theorem 1.2 ofChapt. 1: More
specifically, we can use it toprove the existenceof SPOs as continuations of the
linear normal modes of the system, whose frequencies have the well-known form
[44, 131, 91, 136, 229]

ωq = 2sin

(
πq

2(N+1)

)
, q= 1,2, . . . ,N. (3.21)

This is so because the linear mode frequencies (3.21) are seen to satisfy Lyapunov’s
non-resonance condition for theωqs, stated in Theorem 1.2 for allq and general
values ofN. Thus, our SPO1 and SPO2 orbits, as NNMs of the FPU Hamiltonian,
are identified by the indicesq= (N+1)/2 andq= 2(N+1)/3 respectively.
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As we discussed in the previous section, linear stability analysis of periodic so-
lutions can be performed by studying the eigenvalues of the monodromy matrix.
This leads to the interesting result that the critical energy threshold values for the
first destabilization of the SPO1 solution satisfiesEc/N ∝ 1/N, while for the OPM
solution (3.17) we findEc/N ∝ 1/N2, as shown in Figs. 3.1(a) and (b) respectively.

What does all this mean? Let us try to find out.
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Fig. 3.1 (a) The solid curve corresponds to the energy per particleEc/N, for β = 1, of the first
destabilization of the SPO1 nonlinear mode of the FPU system(3.15) with fixed boundary con-
ditions, obtained by the numerical evaluation of the monodromy matrix, while the dashed line
corresponds to the function∝ 1/N. (b) Same as in (a) with the solid curve depicting the first desta-
bilization of the OPM periodic solution of the FPU system (3.15). Here, however, the dashed line
corresponds to the function∝ 1/N2. Note that both axes are logarithmic (after [60]).

3.2.1 An analytical criterion for “weak” chaos

As we discovered from the above analysis, the NNMs of the FPU Hamiltonian stud-
ied so far experience a first destabilization at energy densities of the form

Ec

N
∝ N−α , α = 1, or, 2, N → ∞. (3.22)

This means that for fixedN, some of these fundamental periodic solutions become
unstable at much lower energy than others. We may, therefore, expect that those that
destabilize at lower energies will havesmallerchaotic regions around them, as the
greater part of the constant energy surface is still occupied by tori of quasiperiodic
motion. Could we then perhaps argue that near NNMs characterized by the exponent
α = 2 in (3.22) one would find a “weaker” form of chaos than in theα = 1 case?

This indeed appears to be true at least for the FPU Hamiltonian model. As was
recently shown in [131], the energy threshold for the destabilization of the lowq=
1,2,3, . . ., nonlinear modes, representing continuations of the corresponding linear
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modes (see (3.21)), satisfies the analytical formula

Ec

N
≈ π2

6βN(N+1)
, (3.23)

and is therefore of the typeα = 2 in (3.22). Remarkably enough this local loss of sta-
bility coincides with the “weak” chaos threshold shown in [113, 112] to have global
consequences regarding the dynamics of the system as a whole, as it is associated
with the breakup of the famousFPU recurrences! In Chapt. 5 we shall examine
this very important phenomenon in detail. For the moment, let us simply point out
that the destabilization of individual NNMs occurring at low energies appears to be
somehow related to a transition from a “weak” to a “stronger”type of chaos in the
full N particle chain.

Interestingly enough, it was later discovered [16, 13] thatthe energy threshold
(3.23) for the lowq modes, also coincides with the instability threshold of ourSPO2
mode which corresponds toq=2(N+1)/3! In Fig. 3.2 we compare the approximate
formula (dashed line) with our destabilization threshold for SPO2 obtained by the
monodromy matrix analysis (solid line) forβ = 0.0315 and find excellent agreement
especially in the largeN limit.

Fig. 3.2 The solid curve
corresponds to the energy
E2u(N) of the first destabi-
lization of the SPO2 mode of
the FPU system (3.15) with
fixed boundary conditions
andβ = 0.0315 obtained by
the numerical evaluation of
the eigenvalues of the mon-
odromy matrix. The dashed
line corresponds to the ap-
proximate formula (3.22) for
the q = 3 nonlinear normal
solution (after [13]).
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We may, therefore, arrive at the following conclusions based on the above results:
Linear stability (or instability) of periodic solutions iscertainly a local property and
can only be expected to reveal how orbits behave in a limited region of phase space.
And yet, we find that if these periodic solutions belong to theclass of nonlinear
continuations of linear normal modes, their stability character may have important
consequences for the global dynamics of the Hamiltonian system. In particular, if the
exponent of their first destabilization threshold in (3.22)is α = 2 they are connected
with the onset of “weak” chaos as a result of the breakdown of FPU recurrences. On
the other hand, ifα = 1 as in the case of the SPO1 mode, they arise in much wider
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chaotic domains and have orbits in their neighborhood whichevolve from “weak”
to “strong” chaos passing through quasi-periodic states ofvarying complexity, with
differentstatisticalproperties, as we describe in detail in Chapt. 7.

3.3 Lyapunov characteristic exponents and “strong” chaos

3.3.1 Lyapunov spectra and their convergence

Let us now study the chaotic behavior in the neighborhood of our unstable SPOs,
starting with the well-known method of the evaluation of thespectrum of Lyapunov
characteristic exponents (LCEs) of a Hamiltonian dynamical system,

Li , i = 1, . . . ,2N, L1 ≡ Lmax> L2 > .. . > L2N. (3.24)

The LCEs measure the rate of exponential divergence of initially nearby orbits in
the phase space of the dynamical system as time approaches infinity. In Hamiltonian
systems, the LCEs come in pairs of opposite sign, so their sumvanishes,∑2N

i=1Li = 0,
and two of them are always equal to zero corresponding to deviations along the
orbit under consideration. If at least one of them (the largest one)L1 ≡ Lmax > 0,
the orbit is chaotic, i.e. almost all nearby orbits diverge exponentially in time, while
if Lmax = 0 the orbit is stable (linear divergence of initially nearbyorbits). The
numerical algorithm we use here for the computation of all LCEs is the one proposed
in [31, 32]. A detailed review of the theory of LCEs and the numerical techniques
used for their evaluation can be found in [313].

In theory,Li ≡ Li(x(t)) for a given orbitx(t) expresses the limit fort → ∞ of a
quantity of the form

K i
t =

1
t

ln
‖ wi(t) ‖
‖ wi(0) ‖

, (3.25)

Li = lim
t→∞

K i
t (3.26)

wherewi(0) andwi(t), i = 1, . . . ,2N− 1 are infinitesimal deviation vectors from
the given orbitx(t) (at timest = 0 andt > 0 respectively) that are orthogonal to the
vectortangentto the orbit (since the LCE in the direction along the orbit iszero).
The time evolution ofwi is given by solving the variational equations of the system,
i.e. the linearized equations about the orbit, assuming that the limit of (3.26) exists
and converges to the sameLi , for almost all choices of initial deviationswi(0).

In practice, however, the above computation is more involved [31, 32]: Since
the exponential growth ofwi(t) is observed for short time intervals, one stops the
evolution ofwi(t) after some timeT1, records the computedK i

T1
, orthonormalizes

the vectorswi(t) and repeats the calculation for the next time intervalT2 (with t = 0
replaced byt = T1), etc. obtaining finallyLi as an average over many suchTj , j =
1,2, . . . ,n as
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Li =
1
n

n

∑
j=1

K i
Tj
, n→ ∞. (3.27)

For fixedN it has been found that asE increases, the Lyapunov spectrum (3.24) for
all the unstable NNMs studied in the previous section appears to fall on a smooth
curve [16, 13].

Let us examine this in more detail by plotting the Lyapunov spectra of two neigh-
boring orbits of the SPO1 and SPO2 modes, of the FPU system with fixed boundary
conditions, forN = 11 dof and energy valuesE1 = 1.94 andE2 = 0.155 respec-
tively, where both SPOs have just destabilized (see Fig. 3.3(a)). Here, the maximum
Lyapunov exponentsL1, are very small(≈ 10−4) and the corresponding Lyapunov
spectra are quite distinct.

Raising now the energy toE = 2.1, we observe in Fig. 3.3(b) that the Lyapunov
spectra of the two SPOs are closer to each other, but still quite different. AtE= 2.62,
however, we see that the two spectra have nearly converged tothe same exponen-
tially decreasing function

Li(N) ∝ e−α i
N , i = 1,2, . . . ,N, (3.28)

and their maximal Lyapunov exponents are virtually the same. The α exponents
for the SPO1 and SPO2 are found to be approximately 2.3 and 2.32 respectively.
Fig. 3.3(d) also shows that this coincidence of Lyapunov spectra persists at higher
energies.

3.4 Distinguishing order from chaos

We have realized by now that if we wish to make serious progress in the study of the
dynamics of Hamiltonian systems we must be able to develop accurate and efficient
tools for distinguishing between order and chaos, both locally and globally. This
means that these tools must be able to: (a) characterize correctly the time evolution
of any given set of initial conditions and (b) approximatelyidentify regimesof or-
dered vs. chaotic motion on a constant(2N−1)-dimensional energy surface in the
phase spaceR2N.

The most popular example of such a tool is, of course, the Lyapunov exponents.
This is indeed true and we shall frequently mention these exponents in the chapters
that follow. We must note, however, that powerful as they maybe they also have a
serious drawback: Their values vary significantly in time and may only be used in
the long time limit when the exponents have converged with satisfactory accuracy.

Furthermore, it is well-known that apositiveMLE not only implies chaotic be-
havior, it alsoquantifiesit: As is commonly observed, the larger the MLE value
the “stronger” the chaotic properties, i.e. the faster the divergence of nearby orbits.
What happens, however, when we are very close to a region of ordered motion,
where the MLE converges very slowly to a non-zero value, if itdoes so at all? And
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Fig. 3.3 (a) Lyapunov spectra of neighbouring orbits of the SPO1 (solid lines) and SPO2 (dashed
lines) modes of the FPU model (3.15) with fixed boundary conditions, forN = 11, at (a) energies
E = 1.94 (SPO1) andE = 0.155 (SPO2), where both modes have just destabilized, (b) energy
E = 2.1 for both SPOs, where the spectra are still distinct, (c) andconvergence of the Lyapunov
spectra of neighboring orbits of the SPOs at energyE = 2.62 where both of them are unstable. (d)
Coincidence of Lyapunov spectra continues at energyE = 5 (after [13]).

how do we know if it is not exactly zero and we are in fact following a quasiperiodic
rather than a chaotic orbit?

It is for this reason that many researchers have developed over the last two
decades, alternative approaches to characterize orbits ofHamiltonian systems as
ordered or chaotic. These methods can be divided in two majorcategories, the ones
which are based on the evolution of deviation vectors from a given orbit, like the
computation of MLE, and the ones which rely on the analysis ofthe particular orbit
under study.

Among other chaoticity detectors belonging to the same category with the eval-
uation of the MLE, are the fast Lyapunov indicator (FLI) [140, 141, 138] and its
variants [27, 28], the smaller alignment index (SALI) [312,316, 317] and its gen-
eralization, the so-called generalized alignment index (GALI) [318, 319, 250], the
mean exponential growth of nearby orbits (MEGNO) [98, 99], the relative Lyapunov
indicator (RLI) [299, 300], as well as methods based on the study of spectra of quan-
tities related to the deviation vectors like the stretchingnumbers [139, 234, 343], the
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helicity angles (the angles of deviation vectors with a fixeddirection) [105], the twist
angles (the differences of two successive helicity angles)[106], or the study of the
differences between such spectra [220, 344].

Of all these methods, we have chosen to dwell on two indicators that we have
found most convenient and useful in our studies: the SALI andthe GALI. These
indicators are derived from a detailed analysis of the variational equations describ-
ing the tangent space of the orbits as time evolves. They are accurate and efficient
in the sense that they: (a) correctly identify the chaotic nature of the orbits more
rapidly than other methods and, perhaps more importantly, (b) successfully charac-
terize quasiperiodic motion providing also the number of dimensions of the torus on
which it lies. In the next subsections we discuss briefly the SALI and GALI indica-
tors and return to examine them more carefully in later chapters, when we address
more delicate issues regarding the complexity of Hamiltonian dynamics.

3.4.1 The SALI method

The SALI method was originally developed to distinguish between ordered and
chaotic orbits in symplectic maps and Hamiltonian systems [312, 316, 317], and
was soon applied by many researchers to a number of importantexamples [328,
265, 58, 76, 236, 322, 323, 272, 248, 56, 325, 237, 245]. To compute this indicator,
one follows simultaneously the time evolution of a reference orbit along with two
deviation vectors with initial conditionsw1(0), w2(0), normalizing them from time
to time to 1, as follows

ŵi(t) =
wi(t)
‖wi(t)‖

, i = 1,2. (3.29)

The SALI is then defined as

SALI(t) = min{‖ŵ1(t)+ ŵ2(t)‖ ,‖ŵ1(t)− ŵ2(t)‖} . (3.30)

In references [312, 317] it has been shown that, in the case ofchaotic orbits, the
deviation vectorŝw1, ŵ2 eventually become aligned in the direction of the MLE
and SALI(t) falls exponentially to zero as

SALI(t) ∝ e−(L1−L2)t , (3.31)

L1, L2 being the two largest LCEs. In the case ofordered motion, on the other hand,
the orbit lies on a torus and eventually the vectorsŵ1, ŵ2 fall on the tangent space
of the torus, following at−1 time dependence. In this case, the SALI oscillates about
values that are different from zero [312, 316], i.e.

SALI≈ const. > 0, t → ∞. (3.32)

Thus, the different behavior of the index for ordered and chaotic orbits allows us
to clearly distinguish between the two cases.
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3.4.2 The GALI method

The GALI is an efficient chaos detection technique introduced in [318] as a general-
ization of SALI. This generalization consists in the fact that GALI uses information
of more than two deviation vectors from the reference orbit,leading to a faster and
clearer distinction between regular and chaotic motion than SALI. The method has
been applied successfully to different dynamical systems for the discrimination be-
tween order and chaos, as well as for the detection of quasiperiodic motion on low
dimensional tori [14, 96, 319, 247, 249, 65, 246, 245].

The Generalized Alignment Index of orderk (GALI k), 2≤ k≤ 2N, is determined
through the evolution ofk initially linearly independent deviation vectorswi(0).
As in the case of SALI, deviation vectorswi(t) are normalized from time to time
to avoid overflow problems, but their directions are left intact. Thus, according to
[318] GALIk is defined as the volume of thek-parallelepiped having as edges thek
unitary deviation vectorŝwi(t) = wi(t)/‖wi(t)‖, i = 1,2, . . . ,k, determined through
the wedge product of these vectors as

GALI k(t) = ‖ŵ1(t)∧ ŵ2(t)∧·· ·∧ ŵk(t)‖, (3.33)

where‖ · ‖ denotes the usual norm. From this definition it is evident that if at least
two of the deviation vectors become linearlydependent, the wedge product in (3.33)
becomes zero and the GALIk vanishes.

In the case of a chaotic orbit,all deviation vectors tend to become linearly de-
pendent, aligning in the direction defined by the MLE, and GALIk tends to zero
exponentially following the law [318]

GALI k(t) ∝ e−[(L1−L2)+(L1−L3)+···+(L1−Lk)]t , (3.34)

whereL1, . . . ,Lk are thek largest LCEs.
In theR2N phase space of anN dof Hamiltonian flow or a 2ND map, regular or-

bits lie ons-dimensional tori, with 2≤ s≤ N for Hamiltonian flows, and 1≤ s≤ N
for maps. For such orbits, all deviation vectors tend to fallon thes-dimensional
tangent space of the torus on which the motion lies. Thus, if we start withk≤ sgen-
eral deviation vectors they will remain linearly independent on thes-dimensional
tangent space of the torus, since there is no particular reason for them to become
aligned. As a consequence, GALIk remains practically constant and different from
zero fork ≤ s. On the other hand, GALIk tends to zero fork > s, since some devi-
ation vectors will eventually become linearly dependent. In particular, the generic
behavior of GALIk for quasiperiodic orbits lying ons-dimensional tori is given by
[318, 96, 319]

GALIk(t) ∝





constant if 2≤ k≤ s
1

tk−s if s< k≤ 2N− s
1

t2(k−N) if 2N− s< k≤ 2N
. (3.35)



46 3 Local and Global Stability of Motion

We note that these estimates are valid only when the corresponding conditions are
satisfied. For example, in the case of 2D maps the only possible torus is an(s=)1-
dimensional invariant curve, whose tangent space is also 1-dimensional. Thus, the
behavior of GALI2 (which is the only possible index in that case) is given by the
third case of equation (3.35), i.e. GALI2 ∝ 1/t2, since the first two are not applica-
ble. From (3.35) we also deduce that the behavior of GALIk for the usual case of
quasiperiodic orbits lying on anN-dimensional torus is given by

GALIk(t) ∝
{

constant if 2≤ k≤ N
1

t2(k−N) if N < k≤ 2N
. (3.36)

Exercises

Exercise 3.1.(a) Use the definition ofΩ in (3.1), its properties listed in (3.2) and
(3.3) to show that detΩ = 1 and detM =±1. Then prove that the determinant of the
2N×2N symplectic matrixM is exactly 1.
Hint: You may find it helpful to use the theorem of polar factorization of Linear
Algebra (see [179], p. 188) to show that detM > 0.
(b) Finally, show that the eigenvalues of the matrixM are expressed as the set of
inverse pairs:µ1,µ2, . . . ,µN,µN+1 = 1/µ1, . . . ,µ2N = 1/µN.

Exercise 3.2.Consider then-dimensional mapxk+1 = Pxk, k= 0,1,2, . . ., whereP
is a constant matrix. Assume that an invertible matrixSexists such that, in the new
basisxk = Syk, D = S−1PSis a diagonal matrix whose elements are the eigenvalues
of P, i.e. D = diag(µ1, . . . ,µn). Clearly, in this basis, the solution of the problem
for any initial conditiony0 = S−1x0 is yk = Dky0, k = 0,1,2, . . .. Show that if all
eigenvalues|µi | ≤ 1, i = 1,2, . . . ,n, the map has only bounded solutionsyk, while if
there is (at least) one of them satisfying|µ j |> 1 the general solution is unbounded.

Problems

Problem 3.1.Let us revisit the cubic Duffing oscillator of Exercise 2.4, in the un-
damped caseα = 0:

q̇= p, ṗ= q(1+ γ sin(Ω t))−q3 (3.37)

(note the different signs in the second equation). Choose a small value of the driving
amplitude, e.g.γ = 0.01 with Ω = 2 and solve numerically the equations of motion
to determine the periodic solutions ˆqi(t), p̂i(t), i = 1,2 crossing the PSS (2.35) at
pointsP1,P2 close to the equilibrium points(±1,0) respectively of the unforced
γ = 0 case. For small enoughγ, these should beπ-periodic orbits of (3.37) that are
stable, in the sense that they represent elliptic points of the Poincaré map (2.36).
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(a) Based on your knowledge of these solutions, solve numerically the 2-dimensional
variational equations about them for initial conditions(1,0) and(0,1) to determine
the 2×2 monodromy matrixM(π ,0) (note that due to the simplicity of this prob-
lem the dimensionality of the monodromy matrix coincides with that of the Poincaré
map). What are the eigenvalues ofM(π ,0) and what do you conclude from them?
(b) Start increasing the value ofγ and repeat the previous calculation ofM(π ,0).
Can you locate the first criticalγc value at which the above twoπ periodic solutions
become unstable?

Problem 3.2.Consider the non-integrable Hénon-Heiles system (2.30) with Hamil-
tonian

H(x,y, px, py) =
1
2
(p2

x + p2
y)+

1
2
(x2+ y2)+ x2y− 1

3
y3 = E. (3.38)

(a) Show that this system has an exact periodic solution of the formx̂(t) = 0, ŷ(t) =
Acn(µt,κ2), with A> 0, where cn is the Jacobi elliptic cosine function with period
T that depends on the modulusκ and the constantsA, κ , µ satisfy certain relations.
(b) Write the 4-dimensional variational system of equations about this solution and
solve them numerically to determine the associated monodromy matrix M(T,0).
Examining its eigenvalues, show that for small enough values of A this periodic
solution is linearly stable.
(c) Increasing the value ofA repeat the previous calculation ofM(T,0) and locate
the first critical value ofA= A1 (and corresponding value of the energyE = E1) at
which the periodic solution becomes unstable. What happensas you keep increasing
A (and the energyE)? Hint: You should find a sequence of bifurcations atAk >
Ak−1(Ek > Ek−1),k= 2,3, ... that converges toAk → 1(Ek → 1/6).





Chapter 4
Normal Modes, Symmetries and Stability

Abstract The present chapter studies nonlinear normal modes (NNMs) of coupled
oscillators from an altogether different perspective. Focusing entirely on periodic
boundary conditions and using the Fermi Pasta Ulamβ (FPU−β ) and FPU−α mod-
els as examples, we demonstrate the importance ofdiscrete symmetriesin locating
and analyzing exactly a class of NNMs called one-dimensional “bushes”, depend-
ing on a single periodic function ˆq(t). Using group theoretical arguments one can
similarly identify n-dimensional bushes described by ˆq1(t), . . . , q̂n(t), which repre-
sent quasiperiodic orbits characterized byn incommensurate frequencies. Express-
ing these solutions as linear combinations of single bushes, it is possible to simplify
the linearized equations about them and study their stability analytically. We empha-
size that these results are not limited to monoatomic particle chains, but can apply
to more complicated molecular structures in two and three spatial dimensions, of
interest to solid state physics.

4.1 Normal modes of linear 1-dimensional Hamiltonian lattices

As the reader recalls, we began our discussion ofN dof Hamiltonian systems in
Chap. 2 by analyzing the case of two coupled linear oscillators of equal massmand
spring constantk described by (2.14) under fixed boundary conditions. Indeed, by
a simple canonical transformation of variables (2.17), we were able touncouplethe
two equations of motion into what we called their normal modevariables and obtain
the complete solution of the problem as a linear combinationof normal mode oscil-
lations with frequenciesω1 = ω , ω2 = ω

√
3, ω =

√
k/m. How would we proceed

if we were to perform the same analysis toN such coupled linear oscillators? Good
question.

Let us note first that the Hamiltonian function of this system

H =
1

2m

N

∑
j=1

p2
j +

k
2

N

∑
j=0

(q j+1−q j)
2 = E, (4.1)

49
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leads to the equations of motion

d2q j

dt2 = ω2(q j−1−2q j +q j+1), j = 1,2, ...,N (4.2)

imposing again fixed boundary conditionsq0(t)≡ qN+1(t)≡ 0, p0(t)≡ pN+1(t)≡
0, with ω2 = k/m. This may be called an “ordered”, or translationally invariant
particle chain (one-dimensional lattice), since all masses and spring constants are
equal. In Chap. 6 we will discuss the very important case of adisorderedlattice
where translational invariance is broken by a random selection of the parameters of
the system. For the time being, however, it suffices to take with no loss of generality
ω = 1.

How can we uncouple equations (4.2) into a set ofN single harmonic oscillators?
The caseN = 2 was analyzed in Chap. 2 and easily led to the transformation(2.17).
Here, we are dealing with a system ofN ODEs (4.2) that, when written in matrix
form, involves a tridiagonal matrixS on its right hand side. Since we are looking
for normal mode oscillations withN frequenciesωq, we proceed to diagonalize this
matrix introducing new coordinates called normal mode variablesQq, Pq by the
transformation

q j =

√
2

N+1

N

∑
q=1

Qqsin

(
q jπ

N+1

)
, p j =

√
2

N+1

N

∑
q=1

Pqsin

(
q jπ

N+1

)
, (4.3)

in terms of which (4.1) reduces to the Hamiltonian ofN uncoupled harmonic oscil-
lators

H2 =
1
2

N

∑
q=1

P2
q +ω2

qQ2
q, (4.4)

whose frequencies

ωq = 2sin

(
qπ

2(N+1)

)
, 1≤ q≤ N (4.5)

are related to the eigenvaluesλq of Sby the simple formulaλq = ω2
q (see (3.21) and

Exercise 4.1).
Before studying this case further, let us also write down theanalogous result

for the case of periodic boundary conditionsq j(t) ≡ q j+N(t), p j(t)≡ p j+N(t), j =
1, . . . ,N. As we ask you to demonstrate in Exercise 4.2, the reduction of (4.1) to the
Hamiltonian (4.4) ofN uncoupled oscillators is achieved through the transformation

Qq =
1√
N

N

∑
j=1

(sin
2πq j

N
+ cos

2πq j
N

)q j ,

Pq =
1√
N

N

∑
j=1

(sin
2πq j

N
+ cos

2πq j
N

)p j , (4.6)
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and the normal mode frequencies now take the form

ωq = 2sin
(qπ

N

)
, 1≤ q≤ N . (4.7)

4.2 Nonlinear normal modes (NNMs) and the problem of
continuation

Now that we have understood the importance of normal modes inthe linear case let
us turn to the more difficult situation of coupled systems of nonlinear oscillators. In
particular, we shall focus on our old friend the FPU−β Hamiltonian (3.15), which
we already met in Chap. 3 as

H =
1
2

N

∑
j=1

p2
j +

N

∑
j=0

1
2
(q j+1−q j)

2+
1
4

β (q j+1−q j)
4 = E, (4.8)

representing anN-particle chain with quadratic and quartic nearest neighbor inter-
actions. In Sect. 3.2, we studied some of its SPOs, under fixedand periodic bound-
ary conditions, and found that their linear stability properties had important conse-
quences for the global dynamics of the system.

Clearly, these SPOs are linear modes, which continue to exist as the parameterβ
in (4.8) is turned on and our oscillator system becomes nonlinear! Recall that Lya-
punov’s Theorem 1.2 asserts that all normal modes of the linear β = 0 system can
be rigorously continued to the nonlinear lattice, for fixed boundary conditions. This
is because the linear frequencies (4.5) can be shown in many cases to be mutually
rationally independent (see Exercise 4.1). Unfortunately, Lyapunov’s theorem does
not apply to the FPU problem under periodic boundary conditions.

To circumvent this problem, we will construct the corresponding NNMs in this
chapter using discrete symmetries of the equations of motion and discuss their sta-
bility properties in detail. For the time being let us complete our discussion of the
NNMs of the FPU−β system under fixed boundaries. This is indeed a very impor-
tant problem as these NNMs are intimately connected with thehistorical paradox of
the FPU recurrences, which we shall discuss in detail in Chap. 5.

Note that substituting (4.3) into (4.8) allows us to write the FPU−β Hamiltonian
in the formH = H2+H4 in which the quadratic part corresponds toN uncoupled
harmonic oscillators, as in (4.4) above. On the other hand, the quartic part of the
Hamiltonian becomes

H4 =
β

8(N+1)

N

∑
q,l ,m,n=1

Cq,l ,m,nωqωl ωmωnQqQl QmQn, (4.9)

where the coefficientsCq,l ,m,n take non-zero values only for particular combinations
of the indicesq, l ,m,n, namely
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Cq,l ,m,n = ∑
±

(
δq±1±m±n,0− δq±1±m±n,±2(N+1)

)
. (4.10)

in which all possible combinations of the± signs arise, withδi j = 1 for i = j and
δi j = 0 for i 6= j. Thus, in the new canonical variables, the equations of motion are
expressed as

Q̈q+ω2
qQq =− β

2(N+1)

N

∑
l ,m,n=1

Cq,l ,m,nωqωl ωmωnQl QmQn . (4.11)

If β = 0, the individual harmonic energiesEq = (P2
q +ω2

qQ2
q)/2 are preserved

since they constitute a set ofN integrals in involution. Whenβ 6= 0, however, the
harmonic energies become functions of time and only the total energyE, (4.8), is
conserved. One may thus define a specific energy of the system as ε = E/N, while
the average harmonic energy of each mode over a time interval0≤ t ≤ T is given
by the integralĒq(T) = 1

T

∫ T
0 Eq(t)dt.

As we discuss in Chap. 5, in classical FPU experiments, one starts with the total
energy distributed among a small subset of linear modes. Then, as every physics
student knows, equilibrium statistical mechanics predicts that, due to nonlinear in-
teractions, after a short time interval the energy of all non-excited modes will grow
and a kind ofequipartitionwill occur with the energy being shared equally by all
modes, i.e.

lim
T→∞

Ēq(T) = ε , q= 1, . . . ,N. (4.12)

But this does not happen in the FPU system! At least for a rangeof low E values,
one finds that the total energy returns periodically to the originally excited modes,
yielding the famous FPU recurrences which persist even whenT becomes very
large. The paradox lies in the fact that such deviations fromequipartition were not
expected to occur in a nonlinear and non-integrable Hamiltonian system as the FPU.
Is it still a paradox to date? Not any longer, we claim. As willbe explained in
Chap. 5, the dynamics of FPU recurrences can be understood interms of exponential
localization of periodic and quasiperiodic solutions inq-modal space.

4.3 Periodic Boundary Conditions and Discrete Symmetries

Let us recall from the above discussion that, when periodic boundary conditions are
imposed, i.e.q j = q j+N, p j = pN+ j , j = 1,2, . . . ,N, the linear mode spectrum of the
FPU-β particle chain becomes degenerate for allN and Lyapunov’s theorem cannot
be invoked. How do we proceed to study existence and stability of NNMs in that
case? As we explain below, this is a situation where the identification of the system’s
discrete symmetries turns out to be very helpful in the analysis of the dynamics.

In this chapter we shall demonstrate how one may use the powerful techniques
of group theory to establish the existence of such NNMs for a variety of me-
chanical systems, including particle chains in one dimension, as well as certain 2-
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dimensional and 3-dimensional structures of interest to solid state physics. These
NNMs are simple periodic orbits, which we shall callone-dimensional bushes.
We will then show how one can combine such periodic solutionsto form multi-
dimensional bushes of NNMs and exploit symmetries to simplify the variational
equations about them and study their (linear) stability.

4.3.1 NNMs as one-dimensional bushes

Let us illustrate the main steps of the bush theory on the FPU-β Hamiltonian system
(4.8). The ODEs describing the longitudinal vibrations of the FPU-β chain can be
written in the form

q̈i = f (qi+1−qi)− f (qi −qi−1), i = 1, . . . ,N, (4.13)

whereqi(t) is the displacement of theith particle from its equilibrium state at time
t, while the forcef (∆q) depends on the spring deformation∆q as follows:

f (∆q) = ∆q+β (∆q)3. (4.14)

We also assume thatβ > 0 and impose periodic boundary conditions. Thus, we may
study the dynamics of this chain by attempting to solve (4.13) for the “configura-
tion” vector

X(t) = {q1(t),q2(t), ...,qN(t)}, (4.15)

whose components are the individual particle displacements.
As is well-known, it is pointless to try to obtain this vectoras a general solution

of (4.13). We, therefore, concentrate on studying special solutions represented by
the NNMs described in the previous section. In particular, let us begin with the
following simple periodic solution

X(t) = {q̂(t),−q̂(t), q̂(t),−q̂(t), . . . , q̂(t),−q̂(t)}, (4.16)

which is easily seen to exist in the FPU−β chain with an even number of particles
(N mod 2= 0). This solution is called the OPM or “π-mode” and is fully deter-
mined by only one arbitrary function ˆq(t) as we already discovered in Chap. 3. It
represents an example of the type of NNMs introduced in [289]and expresses an
exact dynamical state which can be written in the form

X(t) = q̂(t){1,−1, |1,−1, | . . . , |1,−1}. (4.17)

Hence, the following question naturally arises: Are there any other such exact
NNMs in the FPU-β chain? Some examples of such modes are already known in
the literature [275, 286, 306, 307, 354, 221, 13, 206], undervarious terminologies.
Below we list these exact states in detail
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X(t) = q̂(t){1,0,−1, |1,0,−1, |, . . .}, ω2 = 3, (N mod 3= 0), (4.18)

X(t) = q̂(t){1,−2,1, |1,−2,1, |, . . .}, ω2 = 3, (N mod 3= 0), (4.19)

X(t) = q̂(t){0,1,0,−1, |0,1,0,−1, |, . . . .}, ω2 = 2, (N mod 4= 0), (4.20)

X(t) = q̂(t){1,1,−1,−1, |1,1,−1,−1|, . . .}, ω2 = 2, (N mod 4= 0), (4.21)

X(t) = q̂(t){0,1,1,0,−1,−1, |0,1,1,0,−1,−1|, . . .}, ω2 = 1, (N mod 6= 0).
(4.22)

Let us comment on certain properties of the above NNMs: Note that in (4.17)–
(4.22) we have identified for each of these NNMs a primitive cell (divided by ver-
tical lines), whose number of elementsm is called the multiplicity number. These
numbers have the values:m= 2 for (4.17),m= 3 for (4.18) and (4.19),m= 4 for
(4.20) and (4.21) andm= 6, for (4.22).

Each of the NNMs (4.17)–(4.22) depends on only one function ˆq(t) and is, there-
fore, said to describe aone-dimensional“dynamical domain”, borrowing the term
from the theory of phase transitions in crystals. For example, consider the mode
(4.18): It is easy to check that cyclic permutations of each primitive cell produces
other modes, which differ only by the position of their stationary particles. As a con-
sequence, these NNMs possess equivalent dynamics and, in particular, turn out to
share the same stability properties. Thus, we only need to study one representative
member of each set.

Many aspects of existence and stability of NNMs have been discussed in the
literature [88, 90, 286, 275, 306, 307, 354, 221, 13, 69, 301,206]. What is important
from our point of view is to pose certain fundamental questions concerning these
NNMs, which we shall proceed to answer in the sections that follow:

Q1) Is the list (4.17)–(4.22) of NNMs for the FPU-β chain complete? Indeed, at
first sight, it seems that many other NNMs exist, for example,modes whose multi-
plicity numberm is different from those listed above.

Q2) What kind of NNMs arise in nonlinear chains with different interactions than
those of the FPU-β chain? In most papers (see [275, 306, 307, 354, 206]) the NNMs
listed above are discussed by analyzing dynamical equations connected only with
FPU-β inter-particle interactions.

Q3) Do there exist NNMs for Hamiltonian systems that are morecomplicated
than monoatomic chains? For example, can one pose this question for diatomic non-
linear chains (with particles having alternating masses),2-dimensional (2D) lattices,
or 3D crystal structures?

Q4) Can one construct exactmulti-dimensional bushesin nonlinearN-particle
Hamiltonian systems and study their stability by locating the unstable manifolds of
orbits characterized by a number of different frequencies?As we shall discover in
subsequent sections, there exist interesting domains of regular motion depending on
more than one frequency and characterized by families of quasiperiodic functions,
which forms-dimensional tori, withs≥ 2.
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4.3.2 Higher-dimensional bushes and quasiperiodic orbits

Let us consider the following exact solution of the FPU-β chain withN mod 6= 0:

X(t) = {0, q̂1(t), q̂2(t),0,−q̂2(t),−q̂1(t)| . . . |0, q̂1(t), q̂2(t),0,−q̂2(t),−q̂1(t)|}.
(4.23)

This bush has a multiplicity numberm= 6 and is defined by two functions, ˆq1(t)
andq̂2(t), satisfying a system of two nonlinear autonomous ODEs. Thus, it is an ex-
ample of what we call a two-dimensional bush that representsan exact quasiperiodic
motion involving two frequencies.

In the sections that follow, we will show that the theory of bushes gives defi-
nite and quite general answers to the above questions Q1–Q3 in nonlinear systems
with discrete symmetries. We shall then proceed to answer question Q4, using the
analytical and numerical results described in Chap. 5.

4.4 A group theoretical study of bushes

Let us begin with the case of NNMs, which represent one-dimensional bushes of
orbits that help to determine all symmetry groups of the equations describing the
vibrations of a given mechanical system. The set of these groups constitutes the
parentsymmetry group of all transformations that leave the given system of equa-
tions invariant. Let us consider, for example, the dynamical equations (4.13) with
(4.14) for the FPU-β chain with periodic boundary conditions and an even number
of particles. Clearly, these remain invariant under the action of an operator ˆa that
shifts it by the lattice spacinga. This operator generates the translational group

T = {ê, â, â2, . . . , âN−1}, âN = ê, (4.24)

whereê is the identity element andN is the order of the cyclic groupT. The operator
â induces a cyclic permutation of all particles of the chain and, therefore, acts on the
configuration vectorX(t) of (4.15) as follows

âX(t)≡ â{q1(t),q2(t), . . . ,qN−1(t),qN(t)}=
{qN(t),q1(t),q2(t), . . . ,qN−1(t)}. (4.25)

Another important element of the symmetry group of transformations of the
monoatomic chain is theinversionî with respect to the center of the chain, which
acts on the vectorX(t) in the following way

îX(t)≡ î{q1(t),q2(t), . . . ,qN−1(t),qN(t)}=
{−qN(t),−qN−1(t), . . . ,−q2(t),−q1(t)}. (4.26)



56 4 Normal Modes, Symmetries and Stability

The complete set of symmetry transformations, of course, includes also all products
âkî of the pure translations ˆak (k= 1,2, . . . ,N−1) with the inversion̂i and forms the
so-called dihedral groupD which can be written as a direct sum of the twocosets T
andT · î

D = T ⊕T · î. (4.27)

This is a non-Abelian group induced by twogenerators(â and î) through the fol-
lowing generating relations

âN = ê, î2 = ê, î â= â−1î. (4.28)

Clearly, operators ˆa andî induce the following changes of variables

â : q1(t)→ qN(t),q2(t)→ q1(t), . . . ,qN(t)→ qN−1(t);
î : q1(t)↔−qN(t),q2(t)↔−qN−1(t),q3(t)↔−qN−2(t), . . . .

(4.29)

It is now straightforward to check that upon acting on (4.13)with transformation
(4.29) the system is transformed to an equivalent form. Moreover, since (4.13) are
invariant under the actions of ˆa and î, they are also invariant with respect to all
products of these two operators and, therefore, the dihedral group D is indeed a
symmetry group of equations (4.13) for a monoatomic chain with arbitrary inter-
particle interactions.

In the case of the FPU-β chain, let us introduce the operator ˆu which changes the
signs of all atomic displacements without their transposition

ûX ≡ û{q1(t),q2(t), . . . ,qN−1(t),qN(t)}= {−q1(t),−q2(t), . . . ,−qN−1(t),−qN(t)}.
(4.30)

It can be easily checked that the operator ˆu generates a transformation of all the
variablesqi(t), i = 1, . . . ,N in (4.13), (4.14), which leads to an equivalent form of
these equations. Therefore, the operator ˆu and all its products with elements of the
dihedral groupD belong to the full symmetry group of the FPU-β chain. Clearly,
the operator ˆu commuteswith all the elements of the dihedral groupD and thus we
can consider the group

G= D⊕D · û (4.31)

as the parent symmetry group of the FPU-β chain. The groupG contains twice as
many elements as the dihedral groupD and, therefore, possesses a greater number
of subgroups.

4.4.1 Subgroups of the parent group and bushes of NNMs

Let us consider now a specific configuration vectorX( j)(t), see (4.15), which de-
termines a displacement pattern at timet, and let us act on it successively by the
operators ˆg that correspond to all the elements of a parent groupG. The full setG j

of elements of the groupG under whichX( j)(t) turns out to be invariant generates a
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certain subgroup ofG (G j ⊂ G). We then callX( j)(t) invariant under the action of
the subgroupG j of the parent groupG and use it to determine the bush of NNMs
corresponding to this subgroup.

Thus, in the framework of this approach, one must list all thesubgroups of the
parent groupG to obtain all the bushes of NNMs of different types. This can be
done by standard group theoretical methods. In [90] a simplecrystallographic tech-
nique was developed for singling out all the subgroups of theparent group of any
monoatomic chain, following the approach of a more general method [87, 86, 82].
Here, we demonstrate how one can obtain bushes of NNMs if the subgroups are
already known.

Let us consider the subgroupsG j of the dihedral groupD. EachG j contains
its own translational subgroupTj ⊂ T, whereT is the full translational group
(4.24). If N is divisible by 4, say, there exists a subgroupT4 = [â4] of the group
T = [â]. If a vibrational state of the chain possesses the symmetry groupT4 = [â4]≡
{ê, â4, â8, . . . , âN−4}, the displacements of atoms that lie at a distance 4a from each
other in the equilibrium state turn out to be equal, since theoperator ˆa4 leaves the
vectorX(t) invariant.

For example, for the caseN = 12, the operator ˆa4 permutes the coordinates
of X = {q1,q2, . . . ,q12} taken in quadruplets(qi ,qi+1,qi+2,qi+3), i = 1,5,9, while
from equation ˆa4X(t) = X(t) one deducesqi = qi+4, i = 1,2,3,4. Thus, the vector
X(t) contains 3 times the quadrupletsq1,q2,q3,q4, whereqi(t) (i = 1,2,3,4) are
arbitrary functions of time and can be written as follows

X(t)= { q1(t),q2(t),q3(t),q4(t) | q1(t),q2(t),q3(t),q4(t) | q1(t),q2(t),q3(t),q4(t) }.
(4.32)

In other words, the complete set of atomic displacements canbe divided intoN/4 (in
our case,N/4= 3) identicalsubsets, which are calledextended primitive cells. In the
bush (4.32), the extended primitive cell contains four atoms and the vibrational state
of the whole chain is described by three such cells. Thus, theextended primitive
cell for the vibrational state with the symmetry groupT4 = [â4] has size equal to
4a, which is four times larger than the primitive cell of the chain at the equilibrium
state.

It is essential that some symmetry elements of the dihedral groupD disappear
as a result of the symmetry reductionD = [â, î] → T4 = [â4]. There are four other
subgroups of the dihedral groupD, corresponding to the same translational subgroup
T4 = [â4], namely

[â4, î], [â4, âî], [â4, â2î], [â4, â3î]. (4.33)

There exist only five subgroups of the dihedral group (withN mod 4= 0) con-
structed on the basis of the translational groupT4 = [â4]: This one and the four
listed in (4.33).

Now, let us examine the bushes corresponding to the subgroups (4.33). The sub-
group[â4, î] consists of the following six elements

ê, â4, â8, î, â4î, â8î ≡ îâ4. (4.34)
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The invariance ofX(t) with respect to this group can be written as follows:

â4X(t) = X(t), îX(t) = X(t), (4.35)

while the invariance of the vectorX(t) under the action of the group generators[â4]
and[î] guarantees its invariance under all elements of this group.

As explained above, the equation ˆa4X(t) = X(t) is satisfied by the vectorX(t)
(see (4.32)), whilêiX(t) = X(t) also holds, from which we obtain the following
relations:q1(t)=−q4(t), q2(t)=−q3(t). Therefore, forN= 12, the invariant vector
X(t) of the group [ ˆa4, î] can be written in the form

X(t) = {q1(t),q2(t),−q2(t),−q1(t)
∣∣q1(t),q2(t),−q2(t),−q1(t)∣∣q1(t),q2(t),−q2(t),−q1(t)}, (4.36)

whereq1(t) andq2(t) are arbitrary functions of time.
Thus, the subgroup [ ˆa4, î] of the dihedral groupD generates atwo-dimensional

bush of NNMs. The explicit form of the differential equations governing the two
variablesq1(t) andq2(t) can now be obtained by substitution of the ansatz (4.36)
into the FPU-β equations (4.13), (4.14). We shall, hereafter, denote the bush (4.36)
in the form

B[â4, î] =
∣∣q1,q2,−q2,−q1

∣∣, (4.37)

showing the atomic displacements in only one extended primitive cell and omitting
the argumentt in the variablesq1(t), q2(t).

Proceeding in a similar manner, we obtain bushes of NNMs for the other three
groups listed in (4.33)

B[â4, âî] =
∣∣0,q,0,−q

∣∣, (4.38)

B[â4, â2î] =
∣∣q1,−q1,q2,−q2

∣∣, (4.39)

B[â4, â3î] =
∣∣q,0,−q,0

∣∣, (4.40)

More generally, we conclude that for sufficiently large extended primitive cells
it will not be possible to find enough symmetry elements to give rise to NNMs,
since the bushes of the corresponding displacement patterns are multi-dimensional.
For this reason, there exists only a very specific number of bushes for any fixed
dimension beyond the (one-dimensional) NNMs!

4.4.2 Bushes in modal space and stability analysis

Recall now that our vectorsX(t), giving rise to bushes of NNMs, are defined in
the configuration spaceRN. If we now introduce in this space a basis set of vectors
{ϕ1,ϕ2, . . . ,ϕN}, we can represent the dynamical regime of our mechanical system
by a linear combination of the vectorsϕ j with time dependent coefficientsν j(t) as
follows
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X(t) =
N

∑
j=1

ν j(t)ϕ j , (4.41)

where the functionsν j(t) entering this decomposition may be thought of as new
dynamical variables.

Let us observe that every term in the sum (4.41) has the form ofa NNM, whose
basis vectorϕ j determines a displacement pattern, while the functionsν j(t) deter-
mine the time evolution of the atomic displacements. Because of this interpretation,
one can consider a given dynamical regimeX(t) as a bush of NNMs. In fact, we
may also speak ofroot modes andsecondarymodes of a given bush (see below).

Note that each termν j(t)ϕ j in the sum (4.41) isnot, in general, a solution of the
dynamical equations of the considered mechanical system, while a specific linear
combination of a number of these modes can represent such a solution and thus
describe an exact dynamical regime.

We now write our Hamiltonian as the sum of a kinetic energy anda potential en-
ergyV(X) part, and assume thatV(X) can be decomposed into a Taylor series with
respect to the atomic displacementsqi(t) from their equilibrium positions and all
terms whose orders are higher than 2 are neglected. As a result, Newton’s equations

mi q̈i =− ∂V
∂qi

, (i = 1, . . . ,N) (4.42)

are linear differential equations, with constant coefficients. As we discussed in
Chap. 2, each normal mode is a particular solution to (4.42) of the form

X(t) = ccos(ωt +ϕ0), (4.43)

where theN-dimensional constant vectorc= {c1,c2, . . . ,cN} and the constant phase
φ0 are determined by the initial displacements of all particles from their equilibrium
state andω is the normal mode frequency.

SinceV(X) has a quadratic form, substituting (4.43) into (4.42) and eliminating
cos(ωt+ϕ0) from the resulting equations reduces the problem of finding the normal
modes to the task of evaluating the eigenvalues and eigenvectors of the matrixK
with coefficients

ki j =
∂ 2V

∂qi∂q j

∣∣∣∣
X=0

, i, j = 1, . . . ,N. (4.44)

Since the theN×N matrix K is real and symmetric, it possessesN eigenvectors
c j ( j = 1, . . . ,N) andN eigenvaluesω2

j . The complete collection of these vectors,
i.e. theN normal coordinates, can be used as the basis of our configuration space,
hence we may write

X(t) =
N

∑
i=1

µ j(t)c j , (4.45)

whereX(t) = {q1(t),q2(t), . . . ,qN(t)}, while µ j(t) are the new dynamical variables
that replace the old variablesqi(t) (i = 1, . . . ,N).
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If the transformation to normal coordinates is used in the absence of degenera-
cies, the corresponding system of linear ODEs leads to a set of uncoupled harmonic
oscillators

µ̈ j(t)+ω2
j µ j(t) = 0, j = 1, . . . ,N,

with the well-known solution

µ j(t) = a j cos
(
ω j t +ϕ0 j

)
, (4.46)

wherea j andϕ0 j are arbitrary constants.
Note the distinction between anormal coordinate, represented by the eigenvector

c j , and a normal mode, referring to the product of the vectorc j and the time-periodic
functionµ j(t) = cos

(
ω j t +ϕ0 j

)
.

Let us begin by considering individual NNMs, representing one-dimensional
bushes of the FPU-β Hamiltonian. To study bushes of NNMs in monoatomic chains,
we shall choose the complete set of normal coordinatesϕk as the basis of our config-
uration space. Here, we use the normal coordinates in the form presented in [275]:

ϕk =

{
1√
N

[
sin

(
2πk
N

n

)
+ cos

(
2πk
N

n

)]∣∣∣∣ n= 1, . . . ,N

}
, k= 0, . . . ,N−1,

(4.47)
where the subscriptk refers to the mode and the subscriptn refers to the specific
particle. The vectorsϕk, k= 0,1,2, . . . ,N−1, form an orthonormal basis, in which
we can expand the set of atomic displacementsX(t) corresponding to a given bush
as follows

X(t) =
N−1

∑
k=0

νk(t)ϕk (4.48)

(see (4.41)). For example, one obtains in this way the following expressions for the
bushes B[â4, î] and B[â4, â2î] (see (4.37) and (4.39))

B[â4, î] : X(t) = { q1(t),q2(t),−q1(t),−q2(t) | q1(t),q2(t),−q1(t),−q2(t) | . . . }
= µ(t)ϕN/2+ν(t)ϕ3N/4 , (4.49)

B[â4, â2î] : X(t) = µ̃(t)ϕN/2+ ν̃(t)ϕN/4 . (4.50)

From the complete basis (4.47) only the vectors

ϕN/2 =
1√
N
(−1,1,−1,1,−1,1,−1,1,−1,1,−1,1, . . .), (4.51)

ϕN/4 =
1√
N
(1,−1,−1,1,1,−1,−1,1,1,−1,−1,1, . . .), (4.52)

ϕ3N/4 =
1√
N
(−1,−1,1,1,−1,−1,1,1,−1,−1,1,1, . . .), (4.53)

contribute to the two-dimensional bushes (4.49), (4.50), which are equivalent to
each other and constitute examples of dynamical domains. For the bush B[â4, î], we
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find the following relations between the old variablesq1(t), q2(t) (corresponding to
the configuration space) and the new onesµ(t), ν(t) (corresponding to the modal
space)

µ(t) =−
√

N
2 [q1(t)−q2(t)],

ν(t) =−
√

N
2 [q1(t)+q2(t)].

(4.54)

Let us now return to the Hamiltonian of the FPU system writtenas follows

H = T +V =
1
2

N

∑
n=1

q̇2
n+

1
2

N

∑
n=1

(qn+1−qn)
2+

γ
p

N

∑
n=1

(qn+1−qn)
p. (4.55)

Here p = 3, γ = α for the FPU-α chain, andp = 4, γ = β for the FPU-β chain,
while T andV are the kinetic and potential energies, respectively. We assume again
periodic boundary conditions.

Let us consider the set of atomic displacements corresponding to the two-
dimensional bush B[â4, î]

X(t) = { x,y,−y,−x | x,y,−y,−x | x,y,−y,−x | . . . }, (4.56)

where we renameq1(t) andq2(t) from (4.49) asx(t) andy(t), respectively. Substi-
tuting the particle displacements from (4.56) into the Hamiltonian (4.55), choosing
in this case the FPU-α chain, we obtain the kinetic and potential energies

T =
N
4
(ẋ2+ ẏ2), (4.57)

V =
N
4
(3x2−2xy+3y2)+

Nα
2

(x3+ x2y− xy2− y3). (4.58)

These expressions are valid for an arbitrary FPU-α chain withN mod 4= 0. The
size of the extended primitive cell for the vibrational state (4.56) is equal to 4a
and, therefore, when calculating the energiesT andV, we may restrict ourselves to
summing over only one such cell. In the present case, Newton’s equations become

{
ẍ+(3x− y)+α(3x2+2xy− y2) = 0,
ÿ+(3y− x)+α(x2−2xy−3y2) = 0.

(4.59)

Let us emphasize that these equations do not depend on the numberN of the parti-
cles in the chain, onlyN mod 4= 0 must hold.

Equations (4.59) are written in terms of the particle displacementsx(t) andy(t).
From them, it is easy to obtain the dynamical equations for the bush in terms of the
normal modesµ(t) andν(t). Using the relations (4.54) between the old and new
variables, we find the following equations for the bush B[â4, î] in the modal space

µ̈ +4µ − 4α√
N

ν2 = 0, (4.60)

ν̈ +2ν − 8α√
N

µν = 0. (4.61)
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Thus, the Hamiltonian for the bush B[â4, î], considered as a two-dimensional dy-
namical system, can be written in the modal space as follows

H[â4, î] =
1
2
(µ̇2+ ν̇2)+ (2µ2+ν2)− 4α√

N
µν2. (4.62)

The stability of bushes of modes was discussed, in general, in [297, 84, 85], while
in the case of the FPU chains it was considered in [88, 90]. As was shown above,
the two-dimensional bush B[â4, î] for the FPU-α chain is described by (4.60) and
(4.61). These equations admit a special solution of the form

µ(t) 6= 0, ν(t)≡ 0. (4.63)

which can be excited by imposing the initial conditions:µ(t0) = µ0 6= 0, µ̇(t0) =
0, ν(t0) = 0, ν̇(t0) = 0. Substitution of (4.63) into (4.60) produces the dynamical
equation of the one-dimensional bush B[â2, î] (see [90]) consisting of only one mode
µ(t)

µ̈ +4µ = 0 , (4.64)

with the simple solution
µ(t) = µ0cos(2t) , (4.65)

taking (with no loss of generality) the initial phase to be equal to zero. Substituting
(4.65) into (4.61), we obtain

ν̈ +

[
2− 8αµ0√

N
cos(2t)

]
ν = 0 , (4.66)

which is easily transformed into the standard form of the Mathieu equation [6]

ν̈ +[a−2qcos(2t)]ν = 0. (4.67)

As is well-known, there exist domains of stable and unstablemotion of the Math-
ieu equation (4.67) in the(a,q) plane of its parameters [6]. The one-dimensional
bush B[â2, î] is stable for sufficiently small amplitudesµ0 of the modeµ(t), but
becomes unstable whenµ0 > 0 is increased . This phenomenon, similar to the well-
known parametric resonance, takes place atµ0 values which lie within the domains
of unstable motion of Mathieu’s equation (4.66).

4.5 Applications to solid state physics

The dynamics of Hamiltonian systems is a broad field with a wide range of applica-
tions. Of course, in these lectures the emphasis is mainly placed on coupled oscil-
lators ofN dof that one encounters primarily in classical mechanics. However, with
regard toN–particle one-dimensional lattices, whenN becomes arbitrarily large, it is
possible to examine certain very important issues of interest to statistical mechanics.
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Still, there are some basic questions concerning these Hamiltonian systems that may
be posed more generally. One such question addresses the existence and stability of
NNMs as natural states in certain problems of atomic or molecular vibrations.

4.5.1 Bushes of NNMs for a square molecule

Let us consider a square molecule represented by a mechanical system whose equi-
librium state is shown in Fig. 4.1. The four atoms of this molecule are shown as
filled circles at the vertices of the square, while the numberof every atom and its
(x,y) coordinates are also given in the figure.
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Fig. 4.1 The model of a square molecule with one atom at each of its fourvertices (after [66]).

If we suppose that the four atoms can oscillate about their equilibrium positions
only in the (x,y) plane, we immediately realize that this model can be described
by a Hamiltonian system possessing eight dof. Furthermore,we will not assume at
this stage any specific type of inter-particle interactions, so that we may treat bushes
of NNMs of this system as purely geometrical objects. The equilibrium configura-
tions of our molecule possess a symmetry group denoted byC4v below, according
to which, at equilibrium, the system is invariant under the action of the following
transformations
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(i) Rotations by the angles 0◦, 90◦, 180◦, 270◦ about azaxis orthogonal to the plane
of Fig. 4.1 passing through the center of the square. We denote these rotations by
g1, g2, g3, g4, respectively.

(ii) Reflections across four mirror planes orthogonal to theplane of the molecule
containing thez axis and shown by bold lines in Fig. 4.1. Two of them are “co-
ordinate” planes (g5, g7) and the other two are “diagonal” planes (g6, g8).

The above symmetry elements can be explicitly defined as follows

g1(x,y) = (x,y), g2(x,y) = (−y,x), g3(x,y) = (−x,−y), g4(x,y) = (y,−x)
g5(x,y) = (−x,y), g6(x,y) = (−y,−x), g7(x,y) = (x,−y), g8(x,y) = (y,x).

(4.68)
Thus, the symmetry group of the square molecule,C4v, contains 8 elementsg1, . . . ,g8,
determined by (4.68). This group is non-Abelian since, e.g., g2 · g8 = g5, while
g8 ·g2 = g7. According to Lagrange’s theorem, the order of any subgroupis a divisor
of the order of the full group. Therefore, for the case of the groupG=C4v with the
orderm= 8, there exist only four subgroupsG j with order equal tom= 1,2,4,8 as
follows

m= 1 : G1 = {g1}=C1

m= 2 : G2 = {g1,g3}=C2

G3 = {g1,g5} andG′
3 = {g1,g7}=Cc

s
G4 = {g1,g6} andG′

4 = {g1,g8}=Cd
s

m= 4 : G5 = {g1,g2,g3,g4}=C4

G6 = {g1,g3,g5,g7}=Cc
2v

G7 = {g1,g3,g6,g8}=Cd
2v

m= 8 : G8 = {g1,g2,g3,g4,g5,g6,g7,g8}=C4v.

(4.69)

Let us suppose now that the equilibrium state of our moleculeis stable under arbi-
trary infinitesimal displacements of the atoms in the(x,y) plane. Moreover, we will
also assume that this state is isolated in the sense that within a finite size neighbor-
hood around it there are no other equilibrium states.

Next, we shall consider planar vibrations, i.e. vibrationsof the molecule in the
plane of its equilibrium configuration. Let us excite a vibrational regime of our
molecule by displacing the atoms from their equilibrium positions in a specific man-
ner. As a result of such displacements, the initial configuration of the molecule will
have a well defined symmetry described by one of the subgroupsof the groupG4v

listed in (4.69). Indeed, the first configuration in Fig. 4.2 with atoms displaced ar-
bitrarily corresponds to the symmetry groupG1 = C1. In this figure, we depict by
arrows the atomic displacements and by thick lines the resulting instantaneous con-
figurations of the molecule.

Thus, all possible vibrational regimes of the square molecule can be classified ac-
cording to 8 subgroups of the groupG=C4v. The different configurations of the vi-
brating molecule, as depicted in Fig. 4.2, are the following: an arbitrary quadrangle
G1 =C1, Fig. 4.2(a), a rotating and pulsating squareG5 =C4, Fig. 4.2(b), a parallel-
ogramG2 =C2, Fig. 4.2(c), a rectangleG6 =Cc

2v, Fig. 4.2(d), a trapezoidG3 =Cc
s,

Fig. 4.2(e), a rhombusG7 = Cd
2v, Fig. 4.2(f), a deltoidG4 = Cd

s , Fig. 4.2(g), or a
pulsating squareG8 =C4v, Fig. 4.2(h). All these configurations vary in size as time
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 4.2 Different vibrational regimes (bushes of NNMs) of the square molecule (after [66]).

progresses, but thetypeof the corresponding quadrangle does not change. Observe
also that these different types of vibrational regimes of the molecule are described
by different numbers of dof. Let us discuss this in more detail:

Each of the eight types of vibrational regimes in Fig. 4.2 corresponds to a certain
bush of NNMs. For example, the dynamical regime representing a pulsating square
G=C4v, Fig. 4.2(h), can be characterized by only one dof, which canbe represented
either by the edge of the square or the displacement of a certain atom from its equi-
librium position along the corresponding diagonal. Thus, such a vibrational regime
is described by a one-dimensional bush consisting only of the so-called “breathing”
NNM.
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On the other hand, the rhombus-like vibrationG7 =Cd
2v, Fig. 4.2(f), and rectangle-

like vibration G6 = Cc
2v, Fig. 4.2(d), are characterized by two dof: The lengths

of the diagonals in the former case and the lengths of the adjacent edges in the
latter. Thus, both of these vibrational regimes are described by two-dimensional
bushes of modes. Similarly, one can check that a trapezoid-type vibrationG = Cc

s,
Fig. 4.2(e), corresponds to a three-dimensional bush, the deltoid-type vibration
G4 = Cd

s , Fig. 4.2(g), to a four-dimensional bush and the vibration with arbitrary
quadrangleG1 = C1, Fig. 4.2(a), is represented by a five-dimensional bush of vi-
brational modes. Note, finally, that vibrations belonging to theG5 = C4 group of
Fig. 4.2(b) are described by a two-dimensional bush consisting of one rotating and
one pulsating mode.

Using a similar group-theoretical analysis as outlined above, one can study
bushes of NNMs for a 3-dimensional mechanical system consisting of a molecule
with six atoms, whose interactions are described by an isotropic pair-particle po-
tentialV(r) depending only on the distance between two particles. At equilibrium,
these particles form a regular octahedron with edges of equal length. In a Cartesian
system ofx,y,z coordinates, four particles of the octahedron lie in the(x,y) plane
forming a square, while the other two particles are located on thez-axis, one above
and one below the square. For more details about the solutionof this problem, we
refer the reader to [52].

Exercises

Exercise 4.1.Write the equations of motion ofN coupled harmonic oscillators un-
derfixedboundary conditions (4.2) as a system of ODEs whose rhs is expressed in
terms of a tridiagonal matrixS. Using the eigenvectors and eigenvalues of this ma-
trix, perform a basis transformation that diagonalizesSand change to new variables
Qq, given by (4.3), where the eigenvalues ofS, λq = ω2

q provide theN normal mode
frequencies (4.5). Plot the frequency spectrumωq, q= 1,2, . . . ,N as a function of
q. What can you say about the linear independence of these frequencies for general
values ofN? Can you findN for which they are linearly dependent? Hint: Consider
the casesN+1 is a prime or a (positive integer) power of 2.

Exercise 4.2.Repeat the analysis of Exercise 4.1 forN coupled harmonic oscil-
lators underperiodic boundary conditions and derive expressions (4.6) and (4.7).
Note that the matrixS is not exactly tridiagonal in this case, as it contains non-
zero entries in itsS1,N andSN,1 elements. Still it can be diagonalized and and its
eigenvalues provide the normal mode frequenciesωq in the same manner. Now plot
these frequencies vs.q and comment on their commensurability (linear dependence)
properties.
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Problems

Problem 4.1.Consider an FPU-β chain with N=12 atoms and periodic bound-
ary conditions. Study the stability of all six NNMs listed inEq. (4.18)—(4.22)
by straightforward integration of the nonlinear dynamicalequations of the FPU-β
model for different values of their amplitudes. Check that these NNMs are stable for
small values of the initial amplitudeA. Find maximal values ofA for which the dy-
namical regime corresponding to the considered NNM loses its stability. Compare
your results with those presented in [90] in the form of universal stability diagrams,
which can be used to analyse the stability of NNMs in the FPU-β chain with an
arbitrary number of atoms.

Problem 4.2.Consider the plane square molecule discussed in Sect. 4.5.1, whose
atoms interact via the Lennard-Jones potential

u(r) =
A

r12 −
B
r6 , (4.70)

Note that in dimensionless variables you may takeA= B= 1. Using a mathemat-
ical package like MAPLE or MATHEMATICA, find the potential energy of this
molecule in the harmonic approximation and obtain all linear normal modes, as well
as their frequencies by finding eigenvalues and eigenvectors of the matrix (4.44).
Show that the square equilibrium state turns out to be unstable with respect to the
rhombus distortion (the eigenfrequency of the mode with rhombus symmetry turns
out to be an imaginary number!). Hint: additional information can be found in Ap-
pendix B of [90], and in [89].

Problem 4.3.Place an additional atom to the center of the square moleculeof
Sect. 4.5.1, whose interaction with other four atoms is described by Lennard-Jones
potential with coefficientsA,B different from those used in Problem 4.2. Show that
one can choose such values ofA andB for this potential so that the square config-
uration of the molecule becomes stable, as all normal mode frequencies turn out to
be real. Hint: Consult Appendix B of [84], and [89].

Problem 4.4.Study the nonlinear dynamics of the molecule of Problem 4.3 by in-
tegrating the corresponding dynamical equations, using rhombus linear normal co-
ordinate as initial displacements of the atoms at the edges of square. Decompose
the configuration vectorX(t) according to (4.41), withϕk being normal coordinates
of the square molecule. Check that only two normal coordinates enter this decom-
position: the rhombus-like and square-like (all other linear normal coordinates do
not contribute). Thus, you have found one example of a two-dimensional bush. Can
you find in this way another example of a two-dimensional bushof NNMs? Hint:
Consult Appendix B of [84].





Chapter 5
FPU Recurrences and the Transition from Weak
to Strong Chaos

Abstract The present chapter starts with a historical introduction to the FPU one-
dimensional lattice as it was first integrated numerically by Fermi Pasta and Ulam in
the 1950s and describes the famous paradox of the FPU recurrences. First we review
some of the more recent attempts to explain it based on the nonlinear normal modes
(NNMs) representing continuations of the lowestq= 1,2,3, . . . modes of the linear
problem, termedq-breathers by Flach and co-workers, due to their exponential lo-
calization in Fourier space. We then present an extension ofthis approach focusing
on certain low-dimensional, so-calledq-tori, in the neighbourhood of these NNMs,
which are also exponentially localized and can be constructed by Poncaré-Linstedt
series. We demonstrate howq-tori reconcileq-breathers with the “natural packets”
approach of Berchialla and co-workers. Finally, we use the GALI method to deter-
mine the destabilization threshold ofq-tori and study the slow diffusion of chaotic
orbits associated with the breakdown of the FPU recurrences.

5.1 The Fermi Pasta Ulam Problem

5.1.1 Historical remarks

In the history of Hamiltonian dynamics few discoveries haveinspired so many re-
searchers and motivated so many theoretical and numerical studies as the one an-
nounced in 1955, by E. Fermi, J. Pasta and S. Ulam (FPU) [124, 136, 75]. They
had the brilliant idea to use the computers available at thattime at the Los Alamos
National Laboratory to integrate the ODEs of a chain of 31 identical harmonic oscil-
lators, coupled to each other by cubic nearest neighbour interactions, to investigate
how energy was shared by all particles, as soon as the nonlinear forces were turned
on. To this end, they imposed fixed boundary conditions and solved numerically the
equations of motion

69
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ẍk = (xk+1−2xk+ xk−1)+α
[
(xk+1− xk)

2− (xk− xk−1)
2
]
, k= 1, . . . ,31, (5.1)

with x0 = x32= 0, ẋ0 = ẋ32= 0, wherexk = xk(t) represents each particle’s displace-
ment from equilibrium and dots denote differentiation withrespect to time t. To their
great surprise, starting with the initial conditionxk = sin

(πk
32

)
, corresponding to the

first (q= 1) linear normal mode, they observed for small energies (α = 0.25) a re-
markablenear-recurrenceof the solutions of (5.1) to this initial condition after a
relatively short time period (see Fig. 5.1 below).

Fig. 5.1 The FPU experi-
ment: Time-integration of the
FPU system until just after the
first approximate recurrence
of the initial state. Shown
here is how the energyEq =
1
2

(
ȧ2

q+2a2
q sin2

(
qπ

2(N+1)

))

is divided over the
first five modesaq =

∑N
k=1 xk sin

(
kqπ
N+1

)
. The num-

bers in the figure indicate the
wave-numberq (after [54]).
The figure is a reproduction
of Fig. 1 of [124].
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This was amazing! Equilibrium statistical mechanics predicted that all higher
modes of oscillation would also be excited and eventually equally share the energy
of the system, achieving a state of thermodynamic equilibrium. Instead, FPU ob-
served that a very small set of modes participated in the dynamics and the system
practically returned to its initial state after relativelyshort time periods. It is, there-
fore, no wonder that this so-called “FPU paradox” created a great excitement within
the scientific community and generated a number of questionswhich remained open
for many years: Could it be, for example, that low energy recurrences are due to the
fact that (5.1) is close to an integrable system? Is it perhaps because this type of
nonlinearity is not sufficient for energy equipartition? How can this “energy local-
ization” be explained? A new era of complex phenomena in Hamiltonian dynamics
was in the making.

In 1965, attempting to explain the results of FPU, Zabusky and Kruskal [355]
derived the Korteweg-de Vries (KdV) partial differential equation of shallow water
waves in the long wavelength and small amplitude approximation,

ut +uux+ δ 2uxxx = 0 δ 2 ≪ 1 , (5.2)

as a continuum limit of the FPU system (5.1). They observed that solitary traveling
wave solutions, now known assolitons, exist, whose interaction properties result in
analogous recurrences of initial states (Fig. 5.2). These results, of course, led to the
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birth of a new field in applied mathematics dealing with the integrability of evolution
equations and their solvability by the theory of Inverse Scattering Transforms [2, 3].

Fig. 5.2 The evolution of the
initial stateu= cos(πx) in the
Korteweg-de Vries equation,
at the timest = 0 (dotted line)
t = 1/π (dashed line). At an
intermediate stage (t = 3.6/π ,
solid line), the solitons are
maximally separated, while at
t ≈ 30.4/π the initial state is
nearly recovered (after [54]).
The figure is a reproduction
of Fig. 1 of [355].
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In taking the continuum limit, however, Zabusky and Kruskaloverlooked an im-
portant aspect of the FPU problem, which is thediscretenessof the particle chain.
What happens often in discrete systems is that resonances between neighbouring
oscillators can be avoided if their vibration frequencies lie outside the so-called
phonon bandrepresenting the frequency spectrum of the linear problem.This leads
to the occurrence of localized oscillations calleddiscrete breathers, which cer-
tainly prevent equipartition of energy among all particlesof the chain. Thus, one
might conjecture that FPU recurrences are also the result oflimited energy transport
caused by discreteness and non-resonance effects. This, however, is an oversimpli-
fied way to view the FPU paradox.

The reason is that discrete breathers, of whom we shall have alot more to say
in Chap. 6, are localized in configuration space and hence involve the oscillations
of few particles, while the initial state of the FPU experiment involves all particles
forming a single Fourier mode of the corresponding linear chain. Thus, we should
be looking instead at localization in Fourierq-modal space, as the FPU recurrences
were observed after all when all the energy was placed in theq= 1 mode!

5.1.2 The concept ofq-breathers

This crucial fact was emphasized by Flach and his co-workers[131, 132], who in-
troduced the concept ofq-breathersas exact periodic solutions of the problem and
pointed out the role of their (linear) stability on the dynamics of FPU systems. In
fact, they considered besides the FPU−α version of (5.1) the FPU−β version as
well, described by the Hamiltonian
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H =
1
2

N

∑
k=1

y2
k +

1
2

N

∑
k=0

(xk+1− xk)
2+

β
4

N

∑
k=0

(xk+1− xk)
4 = E (5.3)

wherexk again is thekth particle’s displacement from equilibrium,yk is its canon-
ically conjugate momentum and fixed boundary conditions areimposed by setting
x0 = xN+1 = 0. A q-breather is defined as the continuation, forβ 6= 0 in (5.3) (or
α 6= 0 in (5.1)) of the simple harmonic motion exhibited by theqth mode in the un-
coupled case (α = β = 0) and refers to the oscillation of all particles with a single
frequency nearly equal to the frequency of theqth linear mode. It is, therefore, ex-
actly what we have called NNM in Chap. 4. For a recent and comprehensive review
of these developments see [129].

Clearly, therefore, an important clue to the FPU paradox forsmall coupling pa-
rameters lies in the observation that, if we excite a single low q-breather mode
(q = 1,2,3, . . .), the total energy remains localized in practice only within a few
of these modes, at least as long as the initially excited modeis stable. Furthermore,
if we follow numerically FPU trajectories with initial conditions close to such a
NNM, we find that they exhibit nearly the same localization profile as the NNM,
at least for very long time intervals. Thus, NNMs surface again in our studies as
q-breathers offering new insight in understanding the problem of deviations from
energy equipartition among all modes, due to FPU recurrences.

Analytical estimates of various scaling laws concerningq-breathers were also
obtained via the perturbation method of Poincaré-Linstedt series in [132], which
we shall describe in detail later in this chapter. Using thismethod, the authors of
[132] expanded the solutions for all canonical variables upto the lowest non-trivial
order with respect to the small parameters and derived two important results: (a) An
asymptotic formula for the energy threshold of the first destabilization of the low
q-breathers of the FPU−β chain (5.3)

Ec ≈
π2

6β (N+1)
, (5.4)

valid for largeN, and (b) an exponentially decaying function for the averagehar-
monic energy of theqth mode,E(q) ∝ exp(−bq), whereb depends on the system’s
parameters,N and the total energyE. Remarkably enough, theseq-breather energy
profilesE(q) are very similar to those of “FPU trajectories”, i.e. solutions generated
by exciting initially one or a few low-q modes (as in the original FPU experiments),
whose exponential localization inq-space had already been noted earlier by other
authors [143, 142, 231, 113].

Based on this similarity, we may therefore conjecture that there is a close connec-
tion betweenq-breathers and the energy localization properties of FPU trajectories.
This sounds as if we are on the right track, yet two intriguingquestions arise: What
is the precise nature of this connection and why do FPU recurrences persist at pa-
rameter values for which the correspondingq-breather solution becomesunstable?
In this chapter, we shall try to answer these questions.
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An important observation made in [39] turns out to be quite relevant: Even if
one starts by exciting one lowq-mode with large enough energy, one observes, long
before equipartition, the formation ofmetastable statescoined “natural packets”, in
which the energy undergoes first a kind of equipartition among a subset of (low-
frequency) modes, as if only a fraction of the spectrum was initially excited. These
packets appear quite clearly in the FPU−α model, where the set of participating
modes exhibits a “plateau” in the energy spectrum. In the FPU−β model on the
other hand, although no clear plateaus are observed, the low-frequency part of the
spectrum contains most of the energy given initially to the system, in a way that
allows us to define an effective packet width. In fact one suchpacket consisting of
five modes is exactly what FPU observed in their original experiment (see Fig. 5.1).
We may thus conclude that FPU trajectories are characterized by a kind ofmetasta-
bility resulting from all types of initial excitations of the low frequency part of the
spectrum [34].

5.1.3 The concept ofq-tori

Let us now think ofq-breathers (or NNMs) as tori of dimension one, forming a
“backbone” in phase space that describes the motion of the normal mode variables.
The following question naturally arises: Since we are dealing with N dof Hamil-
tonian systems, why not consider also the relevance of tori of any dimension lower
thanN? In particular, do such tori exist, and if so, do they exhibitsimilar localization
properties as theq-breathers?

As we explain in this chapter, a more complete interpretation of the “para-
dox” of FPU recurrences can be put forth, by introducing the concept ofq-tori,
which reconcilesq-breathers and their energy localization properties, withthe oc-
currence of metastable packets of low-frequency modes. To achieve this deeper
level of understanding of lack of equipartition, we need to generalize the results
obtained in [115, 38] for FPU trajectories, observing that the packet of modes ex-
cited in these experiments corresponds to spectral numberssatisfying the condition
(N+1)/64≤ q≤ 5(N+1)/64, withN equal to a power of two minus one.

We shall thus consider classes of special solutions lying not only on one-
dimensional tori (as is the case withq-breathers), but also on tori ofany low di-
mension s≪ N, i.e. solutions withs independent frequencies, representing the con-
tinuation of motions resulting from excitingsmodes of the uncoupled case, wheres
is allowed to vary proportionally toN. In what follows, we shall focus on exploring
the properties of suchq-tori solutions, both analytically and numerically. In partic-
ular, we shall establish energy localization laws analogous to those forq-breathers,
using the Poincaré-Linstedt perturbative method. We willthen demonstrate by nu-
merical experiments that these laws describe accurately the properties not only of
exactq-tori solutions, but also of FPU trajectories with nearby initial conditions.

Theq-tori approach has been described in detail in a recent publication [97], so
we will only briefly sketch it here. Note that our aim in studyingq-tori is to establish
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the existence of exact invariant manifolds of lower dimension in the FPU problem.
A similar approach can be found in the work of Giorgilli and Muraro [152], who
also explored FPU trajectories confined in lower-dimensional manifolds of the 2N-
dimensional FPU phase space. They proved that this confinement persists for times
exponentially long in the inverse of the specific energy of the system)ε = E/N,
in the spirit of the famous Nekhoroshev theory [259, 33]. In fact, the theory of
Nekhoroshev offers a natural framework for studying analytically the metastability
scenario.

In [97], it was shown that use of the Poincaré-Linstedt method leads to accurate
scaling laws for the energy profileE(q) of a trajectory lying exactly on aq-torus,
while the consistency of the Poincaré-Linstedt construction on a Cantor set of per-
turbed frequencies (or amplitudes) was explicitly demonstrated. Numerically, one
finds that energy localization persists for long times also for trajectories near aq-
torus, even beyond the energy threshold where theq-torus itself becomes unstable.
Of course, the determination of linear stability for ans-dimensional torus (s> 1) is a
subtle question, since no straightforward application of Floquet theory is available,
as in thes= 1 case. Nevertheless, as shown in [97], one can employ the method of
GALI (see Chap. 3) to approximately determine critical parameter values at which a
low-dimensional torus turns unstable, in the sense that orbits in its immediate vicin-
ity begin to display chaotic behavior.

Thus, in the next sections we briefly describe analytical andnumerical results on
the existence, stability and scaling laws ofq-tori, using the FPU−β model as an
example. We focus on the subset ofq-tori corresponding to zeroth order excitations
of a set of adjacent modesq0,i, i = 1, . . . ,s, whose energy profileE(q) can be evalu-
ated analytically and examine the energy localization of FPU trajectories when the
linear stability of a nearbyq-torus is lost. Finally, we address the question of the
breakdown of FPU recurrences and the onset of equipartitionin connection with the
slow diffusion of orbits starting in the vicinity of unstableq-tori.

5.2 Existence and Stability ofq-tori

Let us begin our study of the FPU−β system (5.3) introducing normal mode canon-
ical variablesQq, Pq through the (linear) set of canonical transformations (seeour
discussion in Sects. 4.1 and 4.2)

xk =

√
2

N+1

N

∑
q=1

Qqsin

(
qkπ

N+1

)
, yk =

√
2

N+1

N

∑
q=1

Pqsin

(
qkπ

N+1

)
. (5.5)

Direct substitution of (5.5) into (5.3) allows us to write the Hamiltonian in the form
H = H2+H4, in which the quadratic part representsN uncoupled harmonic oscilla-
tors

H2 =
1
2

N

∑
q=1

(
P2

q +Ω2
qQ2

q

)
(5.6)
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with (linear) normal mode frequencies

Ωq = 2sin

(
qπ

2(N+1)

)
, 1≤ q≤ N, (5.7)

and the quartic part is as given in (4.9). Note that in this chapter, in contrast with
Chap. 4, we shall denote harmonic frequencies by the symbolΩ and useω for the
perturbed frequencies in the context of the Poincaré-Linstedt approach described
below. Thus, we write our equations of motion in the new canonical variables as

Q̈q+Ω2
qQq =− β

2(N+1)

N

∑
l ,m,n=1

Cq,l ,m,nΩqΩl ΩmΩnQl QmQn (5.8)

(see (4.11)), using for the non-zero values of the coefficientsCq,l ,m,n the expressions
given in (4.10). As we have already explained in Sect. 4.2, the individual harmonic
energiesEq = (P2

q +Ω2
qQ2

q)/2, which are constants of the motion forβ = 0, become
functions of time forβ 6= 0 and only the total energyE of the system is conserved. It
is, therefore, useful to define a specific energy asε = E/N and an average harmonic
energy of each mode over a time interval 0≤ t ≤ T by Ēq(T) = 1

T

∫ T
0 Eq(t)dt.

In classical FPU experiments, one starts with the total energy shared only by a
small subset of modes. Thus, for short time intervalsT, we haveEq(T) ≈ 0 for all
q corresponding to non-excited modes. Equipartition, therefore, means that (due to
nonlinearity) the energy will eventually be shared equallyby all modes, i.e.

lim
T→∞

Ēq(T) = ε , q= 1, . . . ,N (5.9)

Classical ergodic theory predicts that (5.9) will be violated only for orbits resulting
from a zero measure set of initial conditions. The FPU “paradox”, on the other hand,
owes its name to the crucial observation that large deviations from the approximate
equality Ēq(T) ≈ ε occur for many other orbits as well. Depending on the initial
conditions, these deviations, termed FPU recurrences, areseen to persist even when
T becomes very large.

5.2.1 Construction ofq-tori by Poincaŕe-Linstedt series

We now introduce the main elements of the method ofq-torus construction pre-
sented in [97], using an explicitly solved example forN = 8, whose solutions
lie on a two-dimensional torus representing the continuation, for β 6= 0, of the
quasi-periodic solution of the uncoupled (β = 0) systemQ1(t) = A1cosΩ1t, Q2 =
A2cosΩ2t, for a suitable choice ofA1 andA2.

To this end, we follow the Poincaré-Linstedt method and look for solutionsQq(t),
q= 1, . . . ,8, expanded as series of powers of the (small) parameterσ = β/2(N+1),
namely
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Qq(t) = Q(0)
q (t)+σQ(1)

q (t)+σ2Q(2)
q (t)+ . . . , q= 1, . . . ,8 . (5.10)

For the motion to be quasiperiodic on a 2-torus, the functionsQ(r)
q (t)must, at any or-

derr, be trigonometric polynomials involving only two frequencies (and their mul-
tiples). Furthermore, in a continuation of the unperturbedsolutionsQ1 andQ2, the
new frequenciesω1 andω2 of the perturbed system must represent small corrections
of the linear normal mode frequenciesΩ1, Ω2. According to the Poincaré-Linstedt
method, these new frequencies are also given by series in powers ofσ , as

ωq = Ωq+σω(1)
q +σ2ω(2)

q + . . . q= 1,2 . (5.11)

As is well-known, the above corrections are determined by the requirement that all
terms in the differential equations of motion, giving rise to secular terms (of the
form t sinωqt etc.) in the solutionsQq(t), be eliminated.

Let us consider the equation of motion for the first mode, whose first few terms
on the right side are

Q̈1+Ω2
1Q1 =−σ(3Ω4

1Q3
1+6Ω2

1Ω2
2Q1Q2

2+3Ω3
1Ω3Q2

1Q3+ . . .). (5.12)

Proceeding with the Poincaré-Linstedt series, the frequency Ω1 is substituted on
the left side of (5.12) by its equivalent expression obtained by squaring (5.11) and
solving forΩ2

1 . Up to first order inσ this gives

Ω2
1 = ω2

1 −2σΩ1ω(1)
1 + . . . . (5.13)

Substituting the expansions (5.10) into (5.12), as well as the frequency expansion
(5.13) into the left hand side (lhs) of (5.12), and grouping together terms of like

orders, we find at zeroth order̈Q(0)
1 +ω2

1Q(0)
1 = 0, while at first order

Q̈(1)
1 +ω2

1Q(1)
1 = 2Ω1ω(1)

1 Q(0)
1 −3Ω4

1(Q
(0)
1 )3−6Ω2

1Ω2
2Q(0)

1 (Q(0)
2 )2−

− 3Ω3
1Ω3(Q

(0)
1 )2Q(0)

3 + . . . . (5.14)

Repeating the above process for modes 2 and 3, we find that their zeroth order
equations also take the harmonic oscillator form

Q̈(0)
2 +ω2

2Q(0)
2 = 0, Q̈(0)

3 +Ω2
3Q(0)

3 = 0 . (5.15)

Note that the corrected frequenciesω1, ω2 appear in the zeroth order equations for
the modes 1 and 2, while the uncorrected frequencyΩ3 appears in the zeroth order
equation of mode 3 (similarly,Ω4, . . . ,Ω8, appear in the zeroth order equations of
modes 4 to 8). Thus to construct a solution which lies on a 2-torus, we start from
particular solutions of (5.15) (with zero velocities att = 0) which read

Q(0)
1 (t) = A1cosω1t, Q(0)

2 (t) = A2cosω2t, Q(0)
3 (t) = A3cosΩ3t,
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where the amplitudesA1, A2, A3 are arbitrary. If the solution is to lie on a 2-torus
with frequenciesω1, ω2, we must setA3 = 0, so that no third frequency is introduced

in the solutions. In the same way, the zeroth order equationsQ̈(0)
q +Ω2

qQ(0)
q = 0 for

the remaining modesq= 4, . . . ,8, yield solutionsQ(0)
q (t) = AqcosΩqt for which we

requireA4 = A5 = . . .= A8 = 0. We are, therefore, left with only two non-zero free
amplitudesA1, A2.

Now, consider (5.14) for the first order termQ(1)
1 (t). Only zeroth order terms

Q(0)
q (t) appear on its right hand side (rhs), allowing for the solution to be found

recursively. The crucial remark here is that the choiceA3 = . . . = A8 = 0, also

yields Q(0)
3 (t) = . . . = Q(0)

8 (t) = 0, whence only a small subset of the terms ap-
pearing in the original equations of motion survive on the right side of (5.14),

namely those in which none of the functionsQ(0)
3 (t), . . . ,Q(0)

8 (t), appears. As a re-

sult, (5.14) is dramatically simplified and upon substitution ofQ(0)
1 (t) = A1cosω1t,

Q(0)
2 (t) = A2cosω2t, reduces to

Q̈(1)
1 +ω2

1Q(1)
1 = 2Ω1ω(1)

1 A1cosω1t −3Ω4
1A3

1cos3 ω1t −
− 6Ω2

1Ω2
2A1A2

2cosω1t cos2 ω2t . (5.16)

This can now be used to fixω(1)
1 so that no secular terms appear in the solution,

yielding

ω(1)
1 =

9
8

A2
1Ω3

1 +
3
2

A2
2Ω1Ω2

2 ,

while, after some simple operations, we find

Q(1)
1 (t) =

3A3
1Ω4

1 cos3ω1t

32ω2
1

+
3A1A2

2Ω2
1Ω2

2 cos(ω1+2ω2)t

2[(ω1+2ω2)2−ω2
1]

+

+
3A1A2

2Ω2
1Ω2

2 cos(ω1−2ω2)t

2[(ω1−2ω2)2−ω2
1]

. (5.17)

By the same analysis, we find the frequency correction of the second mode to be

ω(1)
2 =

9
8

A2
2Ω3

2 +
3
2

A2
1Ω2

1Ω2,

and obtain the solution

Q(1)
2 (t) =

3A3
2Ω4

2 cos3ω2t

32ω2
2

+
3A2

1A2Ω2
1Ω2

2 cos(2ω1+ω2)t

2[(2ω1+ω2)2−ω2
2]

+

+
3A2

1A2Ω2
1Ω2

2 cos(2ω1−ω2)t

2[(2ω1−ω2)2−ω2
2]

, (5.18)

which has a similar structure as the first order solution of the first mode. For the
third order term there is no frequency correction, and we find
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Q(1)
3 (t) =

A3
1Ω3

1Ω3

4

(
3cosω1t

ω2
1 −Ω2

3

+
cos3ω1t

9ω2
1 −Ω2

3

)
+ (5.19)

+
3A1A2

2Ω1Ω2
2Ω3

4

(
cos(ω1−2ω2)t

(ω1−2ω2)2−Ω2
3

+
cos(ω1+2ω2)t

(ω1+2ω2)2−Ω2
3

+
2cosω1t

ω2
1 −Ω2

3

)
.

We may thus proceed to the sixth mode to find solutions in whichall the functions

Q(0)
3 , . . . ,Q(0)

6 , are equal to zero, while the functionsQ(1)
3 , . . . ,Q(1)

6 , are non zero.
However, a new situation appears when we arrive at the seventh and eighth modes.

A careful inspection of the equation for the termQ(1)
7 (t), i.e.

Q̈(1)
7 +Ω2

7Q(1)
7 =−

8

∑
l ,m,n=1

C7,l ,m,nΩ7Ωl ΩmΩnQ(0)
l Q(0)

m Q(0)
n , (5.20)

shows that there can be no term on the rhs which does not involve some of the func-
tionsQ(0)

3 , . . . ,Q(0)
8 . Again, this follows from the selection rules for the coefficients

in (4.10). Since all these functions are equal to zero, the rhs of (5.20) is equal to

zero. Taking this into account, we setQ(1)
7 (t) = 0, so as not to introduce a third

frequencyΩ7 in the solutions, whence the series expansion (5.10) forQ7(t) neces-
sarily starts with terms of order at leastO(σ2). The same holds true for the equation

determiningQ(1)
8 (t).

Let us now make a number of important remarks regarding the above construc-
tion:

i) Consistency. The solutions (5.17)–(5.19) (and those of subsequent orders) are
meaningful only when the frequencies appearing in the denominators areincommen-
surable, so that denominators do not vanish. Note that the spectrum of uncorrected
frequenciesΩq, given by (5.7), is fully incommensurable if: (i)N is a prime number
minus one, or (ii) a power of two minus one (see Problem 5.1 and[166]).

Thus, it is possible to deduce that no commensurabilities between the unper-
turbed frequenciesΩq can ever show up in the above series, as a zero divisor. For
a more detailed analysis of the consistency of the Poincaré-Linstedt method as ap-
plied to the FPUβ -model (5.3) we refer the reader to [97]. In fact, the proof of
consistency can be generalized to constructs-dimensionalq-tori, according to the
nonlinear continuation of the set of linear modesqi, i = 1, . . . ,s, permitted by Lya-
punov’s theorem [235]. For example, if the firstsmodes are excited with amplitudes
Ak, k= 1, . . . ,s, the formula for the perturbed frequencies reads

ωq = Ωq+
3σ
2

Ωq

s

∑
k=1

A2
kΩ2

k −
3
8

A2
qΩ3

q +O(σ2;A1, . . . ,As), (5.21)

for q = 1, . . . ,s. Fixing the frequenciesωq in advance implies that (5.21) should
be regarded as yielding the (unknown) amplitudesAk for which the quasi-periodic
solution exhibits the chosen set of frequencies. The cases= 1, of course, implies
that the same property holds for the Poincaré-Linstedt representation ofq-breathers
described in [132].
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ii) Convergence. Even after establishing consistency, one still has to prove con-
vergence of the series. However, as demonstrated in [123, 145, 146], the question of
convergence of the Poincaré-Linstedt series is notoriously difficult even for simple
Hamiltonian systems. This is because the above series for orbits on invariant tori
are convergent, butnot absolutely, as explained in [153]. Indeed, the problem of
a suitable Kolmogorov construction of lower-dimensional tori yielding absolutely
convergent series is still open (see e.g. [151]).
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Fig. 5.3 Comparison of numerical (points) versus analytical (solidgrey curve) solutions, using
the Poincaré-Linstedt series up to orderO(σ 2), for the time evolution of the modes (a)q= 1, (b)
q= 3, (c)q= 7, whenA1 = 1, A2 = 0.5, andN = 8, β = 0.1. (d) The indicesGALI2 to GALI6 up
to a timet = 106 clearly indicate that the motion lies on a 2-dimensional torus (after [97]).

Thus, in [97] the construction ofq-tori is justified by numerical simulations,
taking initial conditions from the analytical expressions(5.10) att = 0 and using
the GALI method to demonstrate that the computed orbits lie on two-dimensional
tori. The numerical evaluation of the modesQ1(t), Q3(t) and Q7(t) follows re-
markably well the analytical solution provided by the Poincaré-Linstedt series trun-
cated to second order inσ , for N = 8, β = 0.1, andA1 = 1, A2 = 0.5, as shown
in Figs. 5.3(a)–(c). The size of the error is as expected by the truncation order in
(5.10), while the GALI method shows, in Fig. 5.3(d), that thenumerical orbit lies
on a 2-torus.

Let us recall that the indicators GALIk, k = 2,3, . . ., decay exponentially for
chaotic orbits, due to the attraction of all deviation vectors by the most unstable
direction corresponding to the MLE. On the other hand, if an orbit lies on a stable
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s-dimensional torus, the indices GALI2, . . . ,GALI s oscillate about anon-zerovalue,
while the GALIs+ j , j = 1,2, . . . decay asymptotically by a power law. This is pre-
cisely what we observe in Fig. 5.3(d). Namely, after an initial transient interval, the
GALI2 index stabilizes at a constant value GALI2 ≈ 0.1, while all higher indices,
starting with GALI3, decay following power laws expected by the theory. Thus, we
conclude that the motion lies on a 2-torus, exactly as predicted by the Poincaré-
Linstedt construction, despite the fact that some excitation was provided initially to
all modes.

(iii) Presence and accumulation of small divisors. Even though zero denomina-
tors do not occur, we cannot avoid the notorious problem ofsmall divisorsappear-
ing in terms of all orders beyond the zeroth. Since the low-mode frequencies satisfy
ωq ∼ πq/N, divisors likeω2

1 , or (ω1 − 2ω2)
2 ±ω2

1 (appearing e.g. in (5.17)) are
small and care must be taken regarding their effect on the growth of terms of the
series at successive orders. For example, one of the most important suchnearly res-
onantdivisors is 9ω2

1 −Ω2
3 in (5.19). However, since the first order corrections of

the frequenciesω1 andω2 areO(βA2
j/N4), for A j , β sufficiently small, one may

still use for all these frequencies the approximation givenby the first two terms in
the sinus expansion of (5.7) namely

ωq ≃
πq

(N+1)
− π3q3

24(N+1)3 , (5.22)

the error beingO(A2
j β/N4) for ω1,ω2, andO((q/N)5) for all other frequencies.

This implies that a divisor like 9ω2
1 −Ω2

3 can be approximated by the relation

|q2ω2
1 −Ω2

q |= |(qω1+Ωq)(qω1−Ωq)| ≃
2qπ

(N+1)
π3(q3−q)
24(N+1)3 ≃ π4q4

12N4 +O

(
q6

N6

)
.

Defining the quantity

aq =
π4q4

12N4 , (5.23)

we conclude that a divisor of ordera3 appears in (5.19), which is the solution of an
equation of the first order in the recursive scheme. In general, the terms produced
at consecutive orders involve products of the formaq1aq2 · · ·aqr in the denominators
of the terms produced at therth order of the recursive scheme. Consequently, this
type of accumulation of small divisors does not lead to a divergent series, but can
be exploited instead to obtain estimates of the profile of energy localization for the
q-tori solutions, as we shall explain in the next section.

Figure 5.4 presents one more example showing the comparisonbetween our ana-
lytical and numerical results for the modesQ1(t), Q5(t), andQ13(t), along a 4-torus
solution constructed precisely as described above, withN = 16, β = 0.1, by ex-
citing modes 1–4 at zeroth order, via the amplitudesA1 = 1, A2 = 0.5, A3 = 1/3,
A4 = 0.25. In this case, we find that the modes excited at the first order of the recur-
sive scheme areq= 5 toq= 12, while the modes excited at second order areq= 13
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Fig. 5.4 Same as in Fig. 5.3, showing the existence of a 4-torus in the system withN= 16,β = 0.1,
whenA1 = 1,A2 = 0.5,A3 = 0.333. . ., A4 = 0.25. The time evolutionQq(t) is shown for the modes
(a) q= 1, (b) q= 5, (c)q= 13. (d) TheGALIk, k= 2,3,4 indices are again seen to stabilize after
t ≈ 104, while for k≥ 5 they continue to decrease by power laws (after [97]).

to q= 16. Thus, according to the GALI method the motion lies on a 4-torus, since
GALI5 is the first index to fall asymptotically ast−1 (see Fig. 5.4(d)).

The sequence of excitation of different modes, whose amplitudes at therth order
have a pre-factorσ r =(β/2(N+1))r , plays a crucial role in estimating the profile of
energy localization. However, the contribution of small divisors to such a pre-factor
must also be examined.

5.2.2 Profile of the energy localization

Let us see what happens in the case of the solutions shown in Figs. 5.3 and 5.4.
Figure 5.5 shows the average harmonic energy of each mode over a time spanT =
106 in the cases of theq-torus of Fig. 5.3 and Fig. 5.4, shown in Fig. 5.5(a) and
Fig. 5.5(b) respectively. The numerical result (open circles) compares excellently
with the analytical result (stars) obtained via the Poincaré-Linstedt method. The
filled circles in each plot represent “piecewise” estimatesof the localization profile
in groups of modes excited at consecutive orders of the recursive scheme.

The derivation and exact meaning of these theoretical estimates will be analyzed
in detail below. Here we point out their main feature showinga clear-cut separation
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of the modes into groups following essentially the sequenceof excitations predicted
by the Poincaré-Linstedt series construction . Namely, inFig. 5.5(a) we see clearly
that the decrease of the average energyĒq along the profile occurs by abrupt steps,
with three groups formed by nearby energies, namely the group of modes 1, 2, then
3 to 6, and then 7, 8. The same phenomenon is also seen in Fig. 5.5(b), where the
grouping of the different modes follows precisely the sequence of excitations 1 to 4,
5 to 12, 13 to 16 as predicted by the theory.
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Fig. 5.5 The average harmonic energyEq of theqth mode as a function ofq, after a timet = 106 for
(a) the 2-torus and (b) 4-torus solutions (open circles) corresponding to the initial conditions used
in Figs. 5.3 and 5.4 respectively. The stars areEq values calculated via the analytical representation
of the solutionsQq(t) by the Poincaré-Linstedt series. The filled circles show a theoretical estimate
based on the average energy of suitably defined groups of modes (see (5.27) and relevant discussion
in the text) (after [97]).

The above analysis suggests that, starting with initial conditions nearq-breathers,
a “backbone” is formed in phase space by a hierarchical set ofsolutions which
are, precisely, the solutions lying on low-dimensionalq-tori (of dimensions =
1,2, . . . , s≪ N). This also means that all FPU trajectories with initial conditions
within this set exhibit a profile of energy localization characterized by a “stepwise”
exponential decay, with step size equal to 2s. Moreover, if we denote byA(k) the
mean value of all the norms||Qq(k) ||, we obtain the following estimate:

A(k) =
(Cs)kA2k+1

0

2k+1
, (5.24)

whereA0 ≡ A(0) is the mean amplitude of the oscillations of all modes excited at
the zeroth order of the perturbation theory, andC is a constant of orderO(1) [97].
In fact, (5.24) is a straightforward generalization of the estimate given in [132] for
q-breathers, while the two estimates become identical (except for the value ofC) if
one setss= 1 in (5.24), andq0 = 1 in Flach’sq-breathers formulae. Thus, all the
modesq(k) in this group share a nearly equal mean amplitude of oscillations given
by the estimate of (5.24).
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Using (5.24), it is possible to derive ‘piecewise’ estimates of the energy of each
group using a formula for the average harmonic energiesE(k) of the modesq(k). To
achieve this, note that the total energyE given to the system can be estimated as
the sum of the energies of the modes 1, . . . ,s (the remaining modes yield only small
corrections to the total energy), i.e.

E ∼ sω2
q(0)

A2
0 ∼

π2s3A2
0

(N+1)2 .

On the other hand, the energy of each modeq(k) can be estimated from

E(k) ∼ 1
2

Ω2
q(k)

(
β

2(N+1)

)2k

(A(k))2 ∼ π2s2(Csβ )2kA4k+2
0

22k+1(N+1)2k+2 ,

which, in terms of the total energyE, yields

E(k) ∼ E
s

(
C2β 2(N+1)2E2

π4s4

)k

. (5.25)

Once again, the similarity of (5.25) with the correspondingequation forq-breathers
[132]

E(2k+1)q0
∼ Eq0

(
9β 2(N+1)2E2

64π4q4
0

)k

(5.26)

is evident, whereq0 is the unique mode excited at zeroth order of the perturbation
theory. Note, in particular, that the integers in (5.25) plays a role similar to that of
q0 in (5.26). This means that the energy profile of aq-breather withq0 = s obeys
the same exponential law as the energy profile of thes-dimensionalq-torus. But the
most important feature of the latter solutions is that theirprofile remains unaltered
asN increases, provided that: (i) a constant fractionM = s/N of the spectrum is
initially excited, (i.e. thats increases proportionally toN), and (ii) the specific energy
ε = E/N remains constant. Indeed, in terms of the specific energyε, (5.25) takes
the form

E(k) ∼ ε
M

(
C2β 2ε2

π4M4

)k

, (5.27)

i.e. the profile becomesindependentof N. A similar behavior is observed withq-
breather solutions provided that the “seed” modeq0 varies linearly withN, as was
shown explicitly in [133, 182].

The sameq-torus construction can be performed for the FPU−α model as well.
Here we only discuss the main results regarding the exponential localization ofq-
torus solutions, whose profile is quite similar to the one given in (5.27).
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5.3 A Numerical Study of FPU trajectories

Examples of the “stepwise” profiles predicted by (5.25) in the case of exactq-tori so-
lutions are shown by filled circles in Fig. 5.5, corresponding to the solutions shown
in Figs. 5.3 and 5.4 (in all fittings we setC = 1 for simplicity). From these we see
that the theoretical “piecewise” profiles yield nearly the same average exponential
slope as the profiles obtained numerically, or analyticallyby the construction of the
solutions via the Poincaré-Linstedt method . Thus, the estimates (5.25), or (5.27),
appear quite satisfactory for characterizing the localization profiles of exactq-tori
solutions.

The key question now, regarding the relevance of theq-tori solutions for the
interpretation of the FPU paradox, is whether (5.25) or (5.27) retain their predictive
power in the case of generic FPU trajectories which, by definition, are started close
to but not exactly on aq-torus.

To answer this question, let us examine the results plotted in Figs. 5.6 and 5.7.
Figure 5.6 shows the energy localization profile in numerical experiments on the
FPU−β model in whichβ is kept fixed (β = 0.3), while N takes the valuesN =
64, N = 128 andN = 256. Although the derivation of explicitq-tori solutions is
practically feasible by computer algebra only up to a rathersmall value ofN (N =
16), in the present section we numerically follow trajectories for much larger values
of N.

In all six panels of Fig. 5.6 the FPU trajectories are computed starting with initial
conditions in which only thes= 4 (for N = 64),s= 8 (for N = 128) ands= 16 (for
N= 256) modes are excited att = 0, with the excitation amplitudes corresponding to
the total energyE indicated in each panel, and constant specific energyε = 1.5625×
10−6 in the top row andε = 1.5625×10−5 in the bottom row of Fig. 5.6.

The resulting trajectories differ fromq-tori solutions in the following sense: For
theq-tori all modes have an initial excitation whose size was estimated in(5.24) or
(5.25), while in the case of the FPU trajectories only thes first modes are excited
initially, and one hasQq(0) = 0 for all modesq > s. Furthermore, since in the q-
tori solutions one also has‖Qq>s(t)‖ ≪ ‖Qq≤s(t)‖ for all t, the FPU trajectories
can be considered as lying in the neighbourhood of aq-torus, at least initially. The
numerical results suggest that ifE is small, FPU trajectories remain close to the
q-tori even after relatively long times, e.g.t = 106.

This is depicted in Fig. 5.6, in which one sees that the average energy profiles of
the FPU trajectories (att = 106) exhibit the same behavior as predicted by (5.25),
for an exactq-torus solution with the same total energy as the FPU trajectory in
each panel. For example, based on the values of their averageharmonic energy, the
modes in Fig. 5.6(a) (in whichs= 4) are clearly separated in groups, 1 to 4, 5 to 12,
13 to 20, etc., as foreseen for an exact 4-torus solution. Theenergies of the modes
in each group have a sigmoid variation around a level value characteristic of the
group, which is nearly the value predicted by (5.25). The grouping of the modes is
distinguishable in all panels of Fig. 5.6, a careful inspection of which verifies that
the grouping follows the laws found forq-tori. Also, if we superpose the numerical
data of the three top (or bottom) panels we find that the average exponential slope is
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Fig. 5.6 The average harmonic energyEq of theqth mode over a time spant = 106 as a function
of q in various examples of FPU trajectories, forβ = 0.3, in which thes(= N/16) first modes
are only excited initially viaQq(0) = Aq, Q̇q(0) = 0, q = 1, . . . ,s, with the Aq selected so that
the total energy is equal to the valueE = H indicated in each panel. We thus have (a)N = 64,
E = 10−4, (b) N = 128, E = 2× 10−4, (c) N = 256, E = 4× 10−4, (d) N = 64, E = 10−3, (e)
N = 128,E = 2×10−3, (f) N = 256,E = 4×10−3. The specific energy is constant in each of the
two rows, i.e.ε = 1.5625× 10−6 in the top row andε = 1.5625× 10−5 in the bottom row. The
dashed lines represent the average exponential profileEq obtained theoretically by the hypothesis
that the depicted FPU trajectories lie close toq-tori governed by the profile (5.27) (after [97]).

nearly identical in all panels of each row, a fact consistentwith (5.27), according to
which, for a given fractionM of initially excited modes, this slope depends only on
the specific energy, i.e. it is independent ofN for constantε.

If we now increase the energy, the FPU trajectories resulting from s initially
excited modes start deviating from their associated exactq-tori solutions. As a con-
sequence, the energy profiles of the FPU trajectories also start to deviate from the
energy profiles of the exacts-tori. This is evidenced by the fact that the profiles of
the FPU trajectories become smoother, and the groups of modes less distinct, while
retaining the average exponential slope as predicted by (5.27). This “smoothing” of
the profiles is discernible in Fig. 5.7(a), in which the energy is increased by a factor
of 50 with respect to Fig. 5.6(d), for the same values ofN andβ . Also, in Fig. 5.7(a)
we observe the formation of the so-called “tail”, i.e. an overall rise of the localiza-
tion profile at the high-frequency part of the spectrum, accompanied by spikes at
particular modes. This is a precursor of the breakdown of FPUrecurrences and the
evolution of the system towards energy equipartition, which occur earlier in time as
the energy becomes larger.

It is important to note that exponential localization of FPUtrajectories persists
and is still characterized by laws like (5.25) even when the energy is substantially
increased. Furthermore, at energies beyond a threshold value, an interesting phe-



86 5 FPU Recurrences and the Transition from Weak to Strong Chaos

0 10 20 30 40 50 60
10-35

10-25

10-15

10-5

0 10 20 30 40 50 60
10-15

10-11

10-7

10-3

0 10 20 30 40 50 60

0 10 20 30 40 50 60 0 10 20 30 40 50 60

0 10 20 30 40 50 60

N=64 =0.3
H=0.05 s=4

 

q

Eq

Eq

(a)

 

 

q

N=64 =0.3
H=0.3 s=7

 

(d)

 

 

N=64 =0.3
H=0.1 s=4

 

q

(b)

 

 

 

q

(e)N=64 =0.3
H=0.4 s=10

 

 

 

 

(f)

 

 

N=64 =0.3
H=0.2 s=6

N=64 =0.3
H=0.5 s=12

 

q

q

(c)

 

 

Fig. 5.7 Same as in Fig. 5.6(a) but for larger energies, namely (a)E = 0.05, (b) E = 0.1, (c)
E = 0.2, (d)E = 0.3, (e)E = 0.4, (f) E = 0.5. Beyond the thresholdE ≈ 0.05, theoretical profiles
of the form (5.25) yield the correct exponential slope ifs is gradually increased froms= 4 in (a)
and (b) tos= 6 in (c),s= 7 in (d),s= 10 in (e), ands= 12 in (f) (after [97]).

nomenon is observed: For fixedN (see e.g. Fig. 5.7, whereN = 64), as the energy
increases, a progressively higher value ofs needs to be used in (5.25), so that the
theoretical profile yields an exponential slope that agreeswith the numerical data.
Whenβ = 0.3, N = 64, this threshold value,E ≈ 0.1, splits the system in two dis-
tinct regimes: One forE< 0.1, where the numerical data are well fitted by a constant
choice ofs= 4 in (5.25) (indicating that the FPU trajectories are indeedclose to a
4-torus), and another forE > 0.1, where “best-fit” models of (5.25) occur for values
of s increasing with the energy, e.g.s= 6 for E = 0.2, rising tos= 12 forE = 0.5.
This indicates that the respective FPU trajectories are close toq-tori with a progres-
sively higher value ofs> 4, despite the fact that only the four first modes are excited
by the initial conditions.

This behavior is analogous to the “natural packet” scenariodescribed by Berchialla
et al. [39], who observed that the localization profile of their metastable states begins
to stabilize as the energy increases beyond a certain threshold. Indeed, according to
(5.25), such a stabilization implies that in the second regime the widths depends
asymptotically onE ass ∝ E1/2, or, from (5.27)M ∝ ε1/2. This agrees well with
estimates on the width of natural packets in the FPU−β model as described in [230].
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5.3.1 Long time stability nearq-tori

It, therefore, follows from the above results that as the exponential localization of the
energy in the lowq-modes relaxes, so will the FPU recurrences start to breakdown
sooner and equipartition will eventually take place. The question remains, however:
What does all this have to do with the stability of theq-tori? How is the dynamics
in their vicinity related to the properties of the motion more globally as the energy
increases?

The linear stability ofq-breathers, of course, just as any other periodic solution,
can be studied by the implementation of Floquet theory (see [132]), which demon-
strates that aq-breather is linearly stable as long as

R=
6βEq0(N+1)

π2 < 1+O(1/N2). (5.28)

This result is obtained by analyzing the eigenvalues of the monodromy matrix of
the linearized equations about aq-breather solution constructed by the Poincaré-
Linstedt series.

In the case ofq-tori, however, the above techniques are no longer available. Nev-
ertheless, a reliable numerical criterion for the stability of q-tori is provided by the
GALI method. According to this approach, if aq-torus becomes unstable beyond a
critical energy threshold, the deviation vectors of trajectories started on (or nearby)
the torus follow its unstable manifold, whence all GALIs fall to zero exponentially
fast. Most trajectories in that neighbourhood are weakly chaotic and begin to diffuse
slowly away to larger chaotic seas, where no FPU recurrencesoccur and equipar-
tition reigns. Since all GALIk in that vicinity decay exponentially after a transient
time, this weak chaos transition at low energies can be directly inferred from the
time evolution of the lowest index, i.e. GALI2.

Using this criterion, we can study the stability ofq-tori and determine approx-
imately the value of the critical energyEc at which aq-torus turns from stable to
unstable. Note first that, due to the obvious scaling of the FPU Hamiltonian byβ , Ec

is well fitted by a power lawEc =Aβ−1 for all N considered, as shown in Fig. 5.8(a)
for N = 64. Here, the quantityA is obtained by keepingN fixed and varyingβ , until
a critical energy is determined, beyond which the GALI2 index loses its (nearly)
constant behavior. All calculations in Fig. 5.8 refer to a maximum timetmax= 107

up to which the exponential fall of GALI2 is observed. In general,Ec decreases as
tmax increases, but appears to tend to a limiting value astmax→ ∞. Thus, the values
of Ec found in this way provide an upper estimate for the transition energy at which
the exactq-torus turns unstable [95].

The fitting constantA, however, does depend onN, as seen in Fig. 5.8(b), where
FPU trajectories are studied exciting theq= 1,2,3 modes, theq= 1,2 modes and
a q = 1 breather. The data marked by squares (3-torus) and triangles (2-torus) in
Fig. 5.8(b) clearly show that the dependence ofA onN is considerablyweakerthan
theN−1 law, (5.28), derived for FPU trajectories started near theq= 1 breather. In
that case, the data shown by filled circles in Fig. 5.8(b) havea slope much closer to
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Fig. 5.8 (a) The critical energyEc, at which the GALI2 index shows that aq-torus destabilizes, is
fitted by the solid lineEc = Aβ−1, with A = 0.164, for fixedN = 64 (the dashed line shows the
−1 slope separately for clarity). (b) PlottingA as a function ofN for an FPU trajectory started by
exciting initially theq= 1,2,3 modes (squares), or theq= 1,2 modes (triangles), for fixedβ = 0.3
yields curves that lie well above the threshold (filled circles) at which FPU trajectories near aq= 1
breather solution destabilize (the dashed line depicts theA∼N−1 law (5.28)). The total integration
time for both panels istmax= 107 (after [95]).

that predicted by (5.28), although the numerical curve is shifted upwards with re-
spect to the dashed line. These results evidently demonstrate that the GALI2 method
yields critical energiesEc which are quitehigher than the values at which theq-
breather becomes unstable.

In summary, the upper two curves of Fig. 5.8(b) strongly suggest that theq-
tori solutions aremore robustthan theq-breathers, regarding their stability under
small perturbations. Furthermore, they imply that the destabilization of the simple
periodic orbit represented by aq-breather doesnot imply that the tori surrounding
theq-breather are also unstable.

At any rate, it is important to remark that the exponential localization of FPU tra-
jectories persists even after the associatedq-breathers orq-tori have been identified
as unstable by the GALI criterion. This is exemplified in Fig.5.9, where panels (a)
and (c) show the time evolution of the GALI2 index for two FPU trajectories started
in the vicinity of 2-tori of theN = 32 andN = 128 systems, whenβ = 0.1 and
tmax= 107. In both cases, the energy satisfiesE > Ec, as the exponential fall-off of
the GALI2 index is already observed att = 107. Nevertheless, a simple inspection
of Figs. 5.9(b) and (d) clearly shows that the exponential localization of the energy
persists in the Fourier space of both systems.
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Fig. 5.9 (a) Time evolution of GALI2 up to tmax= 107 for an FPU trajectory started by exciting
theq= 1 andq= 2 modes in the systemN = 32,β = 0.1, with total energyE = 2, i.e. higher than
Ec = 1.6. (b) Instantaneouslocalization profile of the FPU trajectory of (a) att = 107. (c) Same as
in (a) but forN = 64, E = 1.323 (in this case the critical energy isEc = 1.24). (d) Same as in (b)
but for the trajectory of (c) (after [97]).

5.4 Rate of diffusion of energy to the tail modes

We shall now obtain a law of diffusion using the sum of the lastthird of the nor-
malized linear energieseq. The reason for choosing this set with the shortest wave-
lengths is because they exhibit the largest variations in their harmonic energies and
consequently yield a more efficient criterion for predicting of the time required for
energy equipartition.

The sum of normalized harmonic energies for the mode interval q∈ [2N/3,N] is
calledtail mode energyin [279] and is defined by
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η(t) =
N

∑
q=2N/3

eq(t), (5.29)

for the spectrum of energieseq.
In Fig. 5.10 we plot the functionη(t), for the energy valuesE = 0.01, E = 0.1

andE = 1, in log-log scale as a function of time and observe a diffusion law of the
form

η ∝ Dtγ . (5.30)

Fig. 5.10 Time evolution
of the energy of tail modes
for the FPU-α model, with
N = 31 andα = 0.33. The
bottom curve corresponds to
total energyE = 0.01, the
middle one toE = 0.1 and
the top curve toE = 1, for
the instantaneous normalized
harmonic energieseq (after
[95, 279]).
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Let us now determine the dependence of the parametersD and γ on the total
energy of the systemE, given thatµ = α1/2ε1/4 is the only independent parameter
of the problem. To this end, let us examine the FPU-α system withN = 31 andα =
0.33, for 200 values of the total energy, starting withE = 0.01 by 0.01 increments
up to the valueE = 2. In Fig. 5.11 we estimate the value ofγ for the energies of
the tail modesη as a function ofE, using the method of least squares, for suitably
long time intervals during which the tail mode energies satisfy the law (5.30). Since
for every energy value we have a different time interval, during which the tail mode
energies grow linearly (in log-log scale), it is practically impossible to repeat the
calculation for every value ofE. For this reason we split the computation in 3 energy
ranges: a)E ∈ [0,0.51], where the appropriate time interval is[104,3× 106], b)
E ∈ [0.52,0.66], where this interval is[3×103,106] and c)E ∈ [0.67,2], for which
the time interval is[103,3×105].

Thus, in Fig. 5.11, plottingγ in (5.30) as a function ofE, we find that the system
exhibitssubdiffusion, since the power oft in (5.30) is generally smaller than unity.
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Fig. 5.11 Plot of the value of
γ of the energies of the tail
modesη of the FPU-α chain,
with N = 31 andα = 0.33
(after [95, 279]).
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Exercises

Exercise 5.1.Show that the spectrum of the unperturbed (harmonic) frequencies
Ωq, given by (5.7), is fully incommensurable ifN is either a prime number minus
one, or a power of two minus one. Hint: See Exercise 4.1.

Problems

Problem 5.1.(a) Carry out in detail the steps outlined in Sect. 5.2.1 and apply the
Poincaré-Linstedt series method to construct a 2-torus solution with N = 8, and a
4-torus solution withN = 16 for the FPU−β model (5.3) withβ = 0.1.
(b) Choosing initial conditions on these tori, implement numerically the methods of
SALI and GALI described in Chap. 3 to show that these tori are stable for small
enough values of the total energyE.
(c) Increasing the value ofE, determine critical valuesE = Ec(2) andE = Ec(4), at
which these tori first become unstable.

Problem 5.2.Repeat the calculations of Problem 5.1 for the FPU-α model, with
Hamiltonian

H =
1
2

N

∑
k=1

y2
k +

1
2

N

∑
k=0

(xk+1− xk)
2+

α
3

N

∑
k=0

(xk+1− xk)
3, (5.31)

fixed boundary conditionsx(0) = x(N+1) = 0 andα = 0.1. Show that the appro-
priate transformations to canonical variablesQq,Pq, defined by (5.5), lead to

H =
1
2

N

∑
q=1

(P2
q +Ω2

qQ2
q)+

α
3
√

2(N+1)

N

∑
q,l ,m=1

Bq,l ,mΩqΩl ΩmQqQl Qm , (5.32)
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whereΩq denotes the linear normal mode frequencies (5.7) and the coupling coef-
ficientBq,l ,m between the modes is given by the formula

Bq,l ,m = ∑
±
(δq±l±m,0− δq±l±m,2(N+1)). (5.33)

Compare the results with the corresponding findings obtained for the FPU-β model
in Problem 5.1.



Chapter 6
Localization and Diffusion in Nonlinear
1-Dimensional Lattices

Abstract In this chapter we focus on localization properties of nonlinear lattices
in the configuration space of their spatial coordinates. In particular, we begin by
discussing the phenomenon of exponentially localized periodic oscillations, called
discrete breathers, in homogeneous one-dimensional lattices. Demonstrating that
they are directly connected with homoclinic orbits of invertible maps, we describe
a precise numerical procedure for constructing them to arbitrarily high accuracy.
Furthermore, the homoclinic approach allows for the symbolic classification of all
multibreathers (having more than one major amplitudes) symmetric and asymmetric
and can be extended to 2D lattices. We also analyze the (linear) stability of breathers
and show how their bifurcations can be monitored using methods of feedback con-
trol. Chap. 6 ends with a description of important recent results ondelocalization
and diffusion of wavepackets in lattices with random disorder, pointing out the com-
plexity of these phenomena and the open questions that stillremain.

6.1 Introduction and Historical Remarks

Localization phenomena in systems of many (often infinite) degrees of freedom
have frequently attracted attention in solid state physics, nonlinear optics, supercon-
ductivity and quantum mechanics. It is well-known, of course, that localization in
lattices can be due to disorder (see e.g. [1]), while, if the disorder is random, one
encounters the famous Anderson localization phenomenon [10]. There is, however,
another very important type of localization, occurring in homogeneous infinite di-
mensional Hamiltonian lattices, which isdynamic: It refers to localized periodic
oscillations arising not because of the presence of some defect, but due to the inter-
action between nonlinearity and the spectrum of linear normal modes (or phonons)
of the system.

We are talking, in particular, about a remarkable phenomenon calleddiscrete
breathers, representing periodic oscillations of very few sites, in nonlinear lattices
consisting, in principle, of infinitely many particles! It is surprisingly common in
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discrete systems, in contrast to continuum systems (like strings. membranes or fluid
surfaces), where it only appears in certain very special integrable examples. Since
the reader may not be too familiar with these concepts, we shall first present a brief
review of the history of discrete breathers and then describe how one can study
them using homoclinic orbits of multi-dimensional maps. This approach not only
provides a very efficient method for computing discrete breathers, but also leads
to a systematic way of classifying them and allows us to accurately follow their
existence and stability properties as certain physical parameters of the problem are
varied.

At the beginning we will deal exclusively with homogeneous lattices (of identical
masses and spring constants) and proceed in subsequent sections to treat the problem
of diffusion in disordered lattices starting with an initial excitation of very few sites,
which has recently received a great deal of attention in the literature.

6.1.1 Localization in configuration space

In 1969, while studying a system of coupled nonlinear oscillators modeling finite-
sized molecules, Ovchinnikov [264] showed in a very beautiful way how discrete-
ness in combination with an intrinsic nonlinearity of the system can cause energy
localization of the type discovered by FPU. He demonstrated, in particular, that res-
onances between neighboring oscillators can be avoided when the vibrations of the
system lie outside the so-calledphonon band, or spectrum of linear normal mode
frequencies (see Fig. 6.1). Thus, the recurrence phenomenain the FPU experiments
can be explained as the result of limited energy transport between Fourier modes,
caused by discreteness and nonlinearity effects. Today, ofcourse, our understanding
of this phenomenon is considerably advanced through the analysis of exponential
localization in Fourier space described in detail in Chap. 5.

Twenty years later (1988), the subject of localized oscillations in nonlinear lat-
tices was revived in a seminal paper by Sievers and Takeno [309], who used analyt-
ical arguments to show that energy localization occurs generically in FPU systems
of infinitely manyparticles in one dimension, obeying (5.1).

Combining their perturbative analysis with numerical experiments, they demon-
strated that a new class of solutions, known to date as discrete breathers, exist as
oscillations which are both time-periodic and spatially localized. In their simplest
form, these solutions exhibit significant excitations onlyof the middle (n= 0) and
nearby (n=−1,+1) particles. However, a great many patterns are also possible, the
so-calledmultibreathers, in which several particles oscillate with large amplitudes,
as shown here in Fig. 6.2. How can one determine all the possible shapes? Which
of them are stable under small perturbations? These are the kind of questions we
would like to address in the next section.

Besides the FPU system, the existence of these localized oscillations was soon
verified numerically by other research groups on a variety oflattices, including the
Klein-Gordon (KG) system of ODEs written in the form
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Fig. 6.1 Local energiesE1 (t) (solid line) andE2 (t) (dashed line) of the two coupled nonlinear
oscillators considered in [264], showing how energy transfer is impeded by discreteness and non-
linearity. (a) Complete energy transfer when the first oscillator has initial amplitudea = 2.0, for
E1 (0) = 2.4) and (b) Incomplete energy transfer when the first oscillator has initial amplitude
a= 2.5 andE1 (0) ≈ 4.1 (after [54]).

ün =−V′ (un)+α (un+1−2un+un−1) , V(x) =
1
2

Kx2+
1
4

x4,−∞ < n< ∞ (6.1)

whereV(x) is the on-site potential,α > 0 is a parameter indicating the strength of
coupling between nearest neighbors, and (′) denotes differentiation with respect to
the argument ofV(x).

It was not, however, until 1994, that a mathematical proof ofthe existence of
discrete breathers was published by MacKay and Aubry [238] in the case of one-
dimensional lattices of the type (6.1). Under the general assumptions of nonlinearity
and non-resonance, such chains of interacting oscillatorswere rigorously shown to
possess discrete breather solutions for small enough values of the coupling parame-
ter α, as a continuation of their obvious existence atα = 0.

Section 6.2 below is devoted to a study of discrete breathersand multibreathers
based on the concept of homoclinic orbits of invertible maps. As has been pointed
out in a number of papers [63, 43, 42, 64], homoclinic dynamics offers a very conve-
nient way to construct such solutions and study their stability properties, away from
the α = 0 limit, through the “geometry” of the homoclinic solutionsof nonlinear
recurrence relations. The results we shall describe have been presented in [40, 41],
while for the most recent developments in this field the reader is strongly advised to
consult the recent review article [129].

It is also important to remark at this point that, although strictly speaking discrete
breathers are proved to exist in infinite lattices, in practice we construct them as
solutions of a finite number of ODEs of the form (6.1), taking−N< n<N, whereN
is large enough so that particles near the end of the lattice are practically motionless.
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Fig. 6.2 Examples of discrete multibreathers of an FPU lattice of theform (5.1) with cubic rather
than quadratic forces (the so-called FPU−β model), obtained by starting a Newton-Raphson search
using homoclinic orbits of a map of the form (6.6) as an initial guess. The term ‘multibreather’
refers to the fact that more than one site exhibit oscillations of comparably large amplitude (after
[54]).

6.2 Discrete Breathers and Homoclinic Dynamics

Focusing on the property of spatial localization, Flach wasthe first to show that dis-
crete breathers in simple one-dimensional chains can be accurately represented by
homoclinic orbits in the Fourier amplitude space of time-periodic functions [126].
Indeed, inserting a Fourier series

un (t) =
∞

∑
k=∞

An(k)exp(ikωbt) (6.2)

into the equations of motion of either the FPU or KG (6.1) lattice and setting the
amplitudes of terms with the same frequency equal to zero, leads to the system of
equations

−k2ω2
bAn (k) = 〈−V ′ (un)+W′ (un+1−un)−W′ (un−un−1) ,exp(Iikωbt)〉,

∀k,n∈ Z , (6.3)
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whereW is the potential function,I an infinite unit matrix andωb the frequency
of the breather. This is an infinite-dimensional mapping of the Fourier coeffi-
cientsAn (k), with the brackets〈., .〉 indicating a normalized inner product. Time-
periodicity is ensured by the Fourier basis functions exp(Iikωbt). Spatial localiza-
tion requires thatAn (k)→ 0 exponentially asn→±∞. Hence a discrete breather is
a homoclinic orbit in the space of Fourier coefficients, i.e.a doubly infinite sequence
of points beginning at 0 forn→−∞ and ending at 0 forn→+∞.

As a simple example, let us consider an infinite one-dimensional model which
plays an important role in many physical systems [191]: It isdescribed by a special
form of the discrete nonlinear Schrödinger (DNLS) equation

iu̇n+ γ|un|2un+
(
1+ |un|2

)
(un−1+un+1) = 0 , n∈ Z . (6.4)

Suppose now that we seek periodic solutions of the formun = xnexp(iωt), with
xn real. Substituting this expression ofun in (6.4) and eliminating the exponential
exp(iωt) leads to the two-dimensional map

xn+1+ xn−1 =
ω − γx2

n

1+ x2
n

xn , xn ∈R . (6.5)

This map has three fixed points, in general, in the(xn,xn+1) plane: One at the origin
and two located symmetrically along the diagonalxn = xn+1. The eigenvalues of the
linearized equations about these equilibria dictate e.g. that forω = 0.25 andγ =−3
the ones on the diagonal are saddles, while(0,0) is a center (see Exercise 6.1).

On the other hand, forω = 4 andγ = 1 the fixed point at the origin is a saddle,
while the other two fixed points are centers. This is the case shown in Fig. 6.3, where
the stable and unstable manifolds of(0,0) have been plotted. Clearly, their intersec-
tions form homoclinic orbits, which yield discrete breathers (and multibreathers) of
the DNLS equation with frequencyω = ωb as follows: Since, by definition, homo-
clinic orbits satisfyxn → 0 asn→±∞, very few of theirxn,xn+1 coordinates have
appreciable magnitude, corresponding to sitesun which are oscillating periodically
with frequencyω .

Now, if a homoclinic orbit is formed by intersections of the first part of the stable
(resp. unstable) manifold with the first “lobes” of the unstable (resp. stable) manifold
of the saddle point at(0,0), this yields an orbit that makes one loop around the
elliptic point and leads to oscillations with a single majoramplitude belonging to a
simple breather. If, on the other hand, the homoclinic orbitconsists of intersections
between “lobes” of both manifolds and makes several loops about an elliptic point,
it leads to oscillations with large amplitudes at several sites and hence corresponds
to a multibreather.

Of course, if the Fourier expansion of a breather consists ofa single term, as in the
DNLS case, the associated 2-dimensional map represents theexact dynamics. What
happens, however, in a case like the KG system (6.1), where the substitution of (6.2)
leads to an infinite dimensional map like (6.3) for the Fourier coefficients? Not to
worry. Owing to the exponential decay of their magnitudes, we can get away keeping
only the largest one (k = 1), reducing (6.3) to a simple 2D map, foran = An(1), of
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Fig. 6.3 The stable (dashed
curve) and unstable (solid
curve) manifolds of the
fixed point at(0,0) of a 2D
DNLS map of the form (6.5),
with yn = xn+1, or xn = an,
yn = an+1 as in (6.6). The
manifolds are clearly seen to
intersect at infinitely many
points, hence a wealth of ho-
moclinic orbits exists (after
[54]).

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

x
n

y n

the form

an+1 = g(an,an−1) . (6.6)

The invariant manifolds, emanating out of the saddle point at the origin, could then
be plotted, as in Fig. 6.3 for example, by the method described in Exercise 6.1. It is
easy to apply this approach to the KG chain, where the above reduction yields the
map

an+1 =−an−1−Can+
1
α

a3
n, C=−2+

K−ω2

α
(6.7)

(see Exercise 6.2 and Problem 6.1). As explained in [63], onecan use this map to
find approximate analytical expressions for the coefficients an that will allow us
to obtain numerically not only simple breathers but also multibreathers of the KG
chain. Moreover, interesting effects arise when one applies this approach to KG
“soft” potentials with a minus sign before the quartic term (see (6.1) [265].

6.2.1 How to construct homoclinic orbits

As is hopefully clear from the above discussion (as well as Exercises 6.1 and 6.2),
the accurate computation of invariant manifolds and their intersections is extremely
important for constructing discrete breathers and multibreathers. For this reason, we
shall now describe a particularly useful and efficient method that has been devel-
oped in [43] to locate homoclinic orbits of invertible maps of arbitrary (but finite)
dimension. As it turns out, we need to exploit certainsymmetry propertiesof the
dynamics and understand the “geometry” of the invariant manifolds near the origin,
which we shall henceforth assume to be a saddle point of the maps under study.
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To see how this can be done, let us consider a general first order map (or recur-
rence relation) of the form

xn+1 = f (xn) , xn, xn+1 ∈ R
d , (6.8)

whered ≥ 2 is a positive integer. Recall that homoclinic orbits are solutions which
satisfyxn → 0 asn→±∞ and concentrate on all orbits satisfying a symmetry con-
dition of the form

xn = Mx−n , (6.9)

whereM is ad×d-matrix with constant entries and detM6= 0. Furthermore, observe
that if an orbit obeys such a symmetry andxn → 0 asn → −∞, it is also true that
xn → 0 asn → ∞. Hence, any orbit which obeys this symmetry and also satisfies
xn → 0 asn→−∞ is a homoclinic orbit.

To construct such an orbit, we first need to specify numerically its asymptotic
behavior asn→−∞. In other words, it has to be on the unstable manifold ofx = 0.
Thus, given that the origin is a saddle fixed point, it is knownthat its unstable man-
ifold is well approximated in its vicinity by the corresponding Euclidean subspace
of the linearized equations, which is tangent to the nonlinear manifold and has the
same number of dimensions.

Now, the dimension of the linear unstable subspace equals the number of coor-
dinates necessary to determine a pointx−N, N ≫ 1 uniquely. So, by choosing this
point to be on the linear unstable manifold, very close to theorigin, it will also
lie approximately on the corresponding nonlinear manifold. Thus, when mapped
forwardN+ 1 times, we can test whether it satisfies the above symmetry relation
(6.9). By this reasoning, locatingsymmetrichomoclinic orbits reduces to a search
for solutions of the system

{
x1−Mx−1 = 0

x0−Mx0 = 0
, (6.10)

since, givenx−N, the values ofx1, x0 andx−1 are uniquely obtained by direct itera-
tion of the map (6.8).

Now, given thatx1 = F(x0) andx−1 = F−1(x0), (6.10) can be solved forx0,
searching for solutions of the equation

Z(x0) = F(x0)−MF−1(x0) = 0 . (6.11)

The number of unknowns in this equation is 2d, d being the dimension of the un-
stable manifold. However, a zero of this function automatically impliesx0 = Mx0

(i.e. the second component ofx0 is equal to zero,w0 = 0), reducing the number of
unknowns tod.

Suppose now thatxeq is a fixed point of the map (6.8) and a statex−N exists, with
N≫ 1, for whichx−N−n → xeq asn→∞, i.e.x−N is on the unstable manifold ofxeq.
Thus, the pointx−N can be uniquely identified by ad-dimensional coordinate, say
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σ . Sincex0 = FN(x−N) this also determines all the unknowns in (6.11), which can
thus be written as an equationZ(σ ) = 0. Clearly, every coordinateσ solving this
equation defines an orbit of (6.8) having the desired asymptotic behavior. The search
for homoclinic and heteroclinic solutions, therefore, reduces to finding a statex−N

on the unstable manifold of the equilibrium pointxeq, determined by the coordinate
σ , for whichZ(σ) = 0. This yields a set ofd equations withd unknowns, and hence
is, in general, solvable e.g. by Newton iterative methods.

In the case of an invertible map, we can use this method to alsofind all asymmet-
ric homoclinic orbits, i.e. those which do not obey the symmetrycondition (6.10).
This can be done by introducing the new “sum” and “difference” variables

{
vn = xn+ x−n

wn = xn− x−n
,

which always possess the symmetry
{

vn = v−n

wn = −w−n
. (6.12)

In this way, we can apply again the above strategy and look forsymmetric homo-
clinic orbits of a new map (whose dimension is twice that of the original f ) described
by the equations

F :

{
vn+1 = f

( vn+wn
2

)
+ f−1

( vn−wn
2

)

wn+1 = f
( vn+wn

2

)
− f−1

( vn−wn
2

) , (6.13)

yielding homoclinic orbitsxn of the original mapf (6.8), that are not themselves
necessarily symmetric. On the other hand, each homoclinic orbit of f is a symmet-
ric homoclinic orbit of the new mapF . Therefore, by determining all symmetric
homoclinic orbits ofF , we find all homoclinic orbits off . In fact, it is possible by
this approach to classify all multibreathers of anN-particle one-dimensional lattice
by assigning to them symbolic sequences in a systematic way,as follows: If, at a
moment when all velocities are zero, a particle has a large positive (resp. negative)
displacement, it is assigned a+ (resp.−) sign, while if its displacement is small
it is assigned the symbol 0. We then introduce 9 new symbols:A = −+, B = 0+,
C=++, D =−0, O= 00,E =+0, F =−−, G= 0− andH =+− corresponding
to 9 regions of the associated 2D map where these points are located. One may thus
locate multibreathers of increasing complexity, whose number, of course, grows
with increasingN. The interested reader is referred for more details to [43, 42] and
Fig. 6.4 for an example of the results presented in these papers.

It is important to mention that, besides the above approach based on homoclinic
orbits, there also exist other methods to compute breathersand multibreathers that
one may find simpler or more straightforward to implement. Perhaps the most pop-
ular of them starts from the so called “anticontinuum limit”, where the particles are
uncoupled and uses Newton iterative schemes to continue thesolutions to the regime
of finite coupling [251, 22]. The homoclinic approach, however, also has important
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advantages: It uses Fourier decomposition to turn the problem to an invertible map
whose low-dimensional approximations yield very accurateinitial conditions for
the homoclinic orbits, provides a clear geometric and symbolic description of all
breathers and multibeathers and can be used to locate such solutions in lattices of
more than one dimension, as we demonstrate in the section that follows.

Fig. 6.4 Several homoclinic orbits of the mapF (6.13), determined by a zero-search of the system
of equationsv1−v−1 = 0 andw0 = 0, related byvn = xn+x−n andwn = xn−x−n. Shown here are
vn (dashed), wn (dotted) andxn (solid). Also indicated is the symbolic name of the orbit assigned
by the procedure outlined in the text and described in detailin [43, 42](after [54]).

6.3 A method for constructing discrete breathers

Based on the above results, we now describe a method for computing discrete
breathers that can be efficiently applied to: (i) lattices ofmore than one spatial di-
mension and (ii) systems with vector valued variables assigned to each lattice site.
The main idea is to write a breather solution as the product ofa space-dependent and
a time-dependent part and reduce the problem to the computation of homoclinic or-
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bits of a 2D map, under the constraint that the given ODEs possess simple periodic
oscillations of a well-defined type and specified period.

As we have already discovered, it is possible to formulate a map in Fourier ampli-
tude space linking discrete breathers to homoclinic orbits. This map can be reduced
to a finite-dimensional recurrence relation, by neglectingFourier components with
a wave numberk larger than some cutoff valuekmax. Then, one can use the meth-
ods described in [43, 42] to approximate discrete breather solutions by finding all
homoclinic solutions of the corresponding recurrence relations.

This problem has also been examined from a different perspective: In 2002, in-
spired by the work of Flach [125] and Kivshar [192], Tsironis[337] suggested a new
way to approximately separate amplitude from time-dependence, yielding in some
cases ODEs with known solutions (for example elliptic functions) while keeping the
dimension of the recurrence relation as low as possible. This led to an improved ac-
curacy of the calculations and provided analytical expressions of discrete breathers
for a special class of FPU and KG systems.

In [40], Bergamin extended Tsironis’ work by developing a numerical procedure
for which the time-dependent functions need not be known analytically. In this way,
a much wider class of nonlinear lattices can be treated involving scalar or vector
valued variables in one or more spatial dimensions. In particular, the approximation
proposed by Tsironis can be formulated as follows

{
un+1(t)−un(t) ≈ (an+1−an)Tn (t)
un−1(t)−un(t) ≈ (an−1−an)Tn (t)

, (6.14)

wherean denotes the time-independent amplitude ofun (t) andTn (t) is its time-
dependence, defined byTn (0) = 1 andṪn (0) = 0.

Note now, that since all FPU and KG systems are described by a Hamiltonian of
the form

H =
1
2

∞

∑
n=−∞

u̇2
n+

∞

∑
n=−∞

{V (un)+W(un+1−un)} ,

we may use the approximation (6.14) to transform the equations of motion

ün = −V′ (un)+W′ (un+1−un)−W′ (un−un−1)

into

anT̈n = −V ′ (anTn)+W′ ((an+1−an)Tn)−W′ ((an−an−1)Tn) . (6.15)

This is an ODE forTn (t) which can, in principle, be solved since the initial condi-
tions are known.

Of course, an analytical solution of (6.15) is in general very difficult to obtain.
However, since we are primarily interested in the amplitudesan, what we ultimately
need to do is develop a numerical procedure to find a recurrence relation linkingan,
an+1 andan−1 without having to solve the ODE beforehand.
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Let us observe first, that the knowledge ofan, an+1 andan−1 permits us to solve
the above ODE numerically. Under mild conditions, solutions Tn (t) can thus be
obtained, which are time-periodic, while for a discrete breather all functionsTn (t)
have the same period. Choosing a specific value for this period, allows us to invert
this process and determinean+1 as a function ofan and an−1, just as we did in
(6.6). In the same way, we also determinean−1 as a function ofan andan+1. Thus,
a two-dimensional invertible map has been constructed for thean, ensuring that all
oscillators have the same frequency.

As is explicitly shown in [40, 41], on a variety of examples, the homoclinic orbits
of this map provide highly accurate approximations to the discrete breather solutions
with the given period and the initial stateun (0) = an, u̇n (0) = 0. In fact, we can now
apply this approach to more complicated potentials and higher dimensional lattices,
as demonstrated in Fig. 6.5, where we compute a discrete breather solution of a 2-
dimensional lattice, with indicesn, m in thex, y directions and dependent variable
un,m(t).

Fig. 6.5 A breather in a 2-
dimensional lattice is obtained
by the method described in the
text, for equations of motion
where the particles at each
lattice site(n,m) are subject
to an on-site potential of
the KG type and experience
harmonic interactions with
their 4 nearest neighbors after
[40]).
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Having thus discovered new and efficient ways of calculatingdiscrete breathers
in a wide class of nonlinear lattices, we may now turn to a study of their stability,
continuation and control properties in parameter space. More specifically, we will
show that it is possible to use the above methods to extend thedomain of existence of
breathers to parameter ranges that cannot easily be accessed by other more standard
continuation techniques.
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6.3.1 Stabilizing discrete breathers by a control method

So far, we have seen that transforming nonlinear lattice equations to low-dimensional
maps and using numerical techniques to compute their homoclinic orbits provides
an efficient method for approximating discrete breathers inany (finite) dimension
and classifying them in a systematic way. This clears the path for an investigation of
important properties of large numbers of discrete breathers of increasing complex-
ity. One such property, which is relevant to many applications and requires that a
solution be known to great accuracy is (linear) stability intime.

In [64], the accurate knowledge of a discrete breather solution was used in a
rather uncommon way to study stability properties: As is well known, a familiar
task in physics and engineering is to try to influence the behavior of a system, by
applying control methods. By control we refer here to the addition of an external
force to the system which allows us to influence its dynamics.In particular, our ob-
jective is to use this force to change the stability type of a discrete breather solution
from what it was in the absence of control.

It is important to emphasize, of course, that during the application of control our
system is altered in such a way that the solution itself does not change. In other
words, the controlled system possesses solutions which areexactly the same as in
the uncontrolled case. Thus, if a solution is unstable in theuncontrolled system, the
extra terms added to the equations by the external forcing can cause the solution to
become stable and vice versa. This approach is often called feedback control and
was first used very successfully to influence the motion of dynamical systems by
Pyragas in [281].

The system that was studied in [64], using the above feedbackcontrol method, is
a KG one-dimensional chain, whose equations of motion are written in the form

ün = −V ′ (un)+α (un+1−2un+un−1)+L
d
dt

(ûn−un) , (6.16)

where ûn = ûn(t) is the known discrete breather solution of the equations when
L = 0. The parameterL indicates how strongly the control term influences the
KG system. Thus, for any value ofL, un(t) = ûn(t) is clearly a solution of both
the controlled as well as the uncontrolled equations. Clearly, for L > 0, L d

dt un is a
dissipative-like term, whileL d

dt ûn represents a kind of periodic forcing. It is there-
fore reasonable to investigate whether, by increasingL, the dissipative part of the
process will force the system to converge to a stable solution. If this solution is the
ûn(t) we started with, the latter is stable. If this is not the case,the original solu-
tion is unstable. Indeed, it is not difficult to prove (using Floquet theory and Hill’s
equation analysis [243, 253, 347]) the following proposition:

Proposition 6.1.Let un= ûn(t) be a periodic discrete breather solution of the lattice
equations

ün = −V′ (un)+α (un+1−2un+un−1) , −N < n< N,
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where N is large enough so that the solutionûn(t) exists. Then there exists an L> 0
such that un = ûn(t) is an asymptotically stable solution of the modified (controlled)
system

ün = −V ′ (un)+α (un+1−2un+un−1)+L
d
dt

(ûn−un) .

This result clearly implies that, by increasingL, it is possible to stabilize the original
solution, independent of its stability character in the uncontrolled situation. Let us
demonstrate this by taking the breather of Fig. 6.6, which isunstable atL = 0,
substitute its (known) solution form ˆun(t) in the above equations and increase the
value ofL. As we see in Fig. 6.7, it is quite easy to stabilize it atL = 1.17, since
increasing the value ofL gradually brings all eigenvalues of the monodromy matrix
of the solution inside the unit circle.

Fig. 6.6 A breather solution
of equations (6.16),un (t) =
ûn (t), which is unstable for
L = 0 (after [64]).
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The above Proposition has an additional significant advantage: It gives us the
opportunity to address the question of theexistenceof discrete breathers in ranges of
the coupling parameterα where other more straightforward continuation techniques
do not apply. In order to do this, it is important to recall howthis question was
originally answered in the existence proof of MacKay and Aubry, using the notion
of the so-called anti-continuum limitα = 0 [238].

Let us observe that the KG equations of motion

ẍi = V ′ (x)+α (xi+1−2xi + xi−1) ,

describe a system of uncoupled oscillators forα = 0. Obviously, in that case, any ini-
tial condition, where only a finite number of oscillators have a non-zero amplitude,
produces a discrete breather solution. In their celebratedpaper of 1994, MacKay
and Aubry prove that, under the conditions of nonresonance with the phonon band
and nonlinearity of the functionV ′ (x), this solution can be continued to the regime
whereα > 0.

According to their approach, however, continuation forα > 0 is possible, only
as long as the eigenvalues of the Floquet matrix of the solution do not cross the
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Fig. 6.7 Increasing the control parameterL from L = 0 in the system (6.16), using as initial shape
the one given in Fig. 6.6 moves the eigenvalues of the monodromy matrix of the orbit inside the
unit circle. Initially, some eigenvalues lie outside the unit circle, but eventually, forL > 1.17, all
eigenvalues attain magnitudes less than one, thus achieving stability and control (after [64]).

value+1. This means that the typical occurrence of a bifurcation, through which the
breather becomes unstable, prevents such a continuation approach from following
the breather beyond that criticalα value. This is where the control method proposed
in [64] comes to the rescue: As we can see in Fig. 6.8, following a path inα > 0
andL > 0 space, a discrete breather solution can be continued to a higher value of
α, by choosingL in the controlled system such that the solution remains stable!

Therefore, since by the above Proposition one can always findL such that sta-
bility is possible for any couplingα, this allows the continuation of any solution
of theα = 0 case toα > 0 values beyond bifurcation, demonstrating the existence
of breather solutions in the corresponding parameter regime. The fact that ˆun(t)—
which is a stable solution of the controlled system—is by definition also an unstable
solution of the uncontrolled system, implies that we have succeeded in continuing a
discrete breather solution to higher values ofα, beyond the bifurcation point.

In Fig. 6.9, we show in(L,α) space the regions of stability of this particular
breather. As is well-known by the work of Segur and Kruskal [303], breathers are
not expected to exist in these systems in the continuum limitof α going to infinity.
At what coupling value though and how do they disappear? Can we use our control
aided continuation methods to follow them at arbitrarily high α to answer such
questions? These are open research problems that offer interesting applications of
the methods we have described in this chapter.



6.4 Disordered Lattices 107

Fig. 6.8 (a) As the uncontrolled system approaches a bifurcation point at some critical valueαcr=
0.081 whenL = 0, the bifurcation can be avoided as follows: (b) Fixingα = 0.08 and increasing
the control parameter, for example toL= 0.13, where the breather solution is asymptotically stable,
(c) increasing the coupling strength toα = 0.082 and (d) switching off the control to return to the
breather of the uncontrolled system, which is now unstable (after [64]).

Fig. 6.9 Relation between
the control parameterL and
the coupling strengthα : If
α is increased,L has to be
larger to achieve stability and
successful control. Shown
here are the regions for which
the breather of Fig. 6.6 is a
stable or unstable solution
un (t) = ûn (t) of (6.16) (after
[64]).
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6.4 Disordered Lattices

6.4.1 Anderson localization in disordered linear media

Let us now turn our attention to the topic of 1-dimensionaldisorderedlattices that
have applications to many physical problems.
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One fundamental issue of interest to condensed matter physics was (and still
remains) the study of conductivity of electrons in solids. Since in an infinite per-
fect crystal electrons can propagate ballistically, a natural question to ask is what
happens in a more realistic situation when disorder is present in the crystal due to
impurities or defects? Will an increase of the degree of disorder lead to a decrease
of conductivity, or not? These questions were first answeredin a seminal paper by
Philip Anderson [10], where it was shown that if disorder is large enough the diffu-
sive motion of the electron will come to a halt. In particular, Anderson studied an
unperturbed lattice of uncoupled sites, where the perturbation was considered to be
the coupling between them, and randomness was introduced inthe on-site energies.
For this model he showed that for a large degree of randomness, the transmission of
a wave decays exponentially with the length of the lattice.

This absence of wave diffusion in disordered media is nowadays calledAnder-
son localization, and is a general wave phenomenon that applies to the transport
of different types of classical or quantum waves, like electromagnetic, acoustic and
spin waves. Its origin is the wave interference between multiple scattering paths;
i.e. the introduction of randomness can drastically disturb the constructive interfer-
ence, leading to the halting of waves. Anderson localization plays an important role
in several physical phenomena. For example, the localization of electrons has dra-
matic consequences regarding the conductivity of materials, since the medium no
longer behaves like a metal, but becomes an insulator when the strength of disorder
exceeds a certain threshold. This transition is often referred as the metal-insulator
transition.

Although today the significance of Anderson localization iswell recognized as
indicated for example by the large number of theoretical andnumerical papers re-
lated to this topic, its physical relevance was not fully realized for many years. The
fact that experimental observation of Anderson localization was (and still is) a cum-
bersome task played an important role in this situation.

Many theoretical and numerical approaches of localizationstart with the An-
derson model: a standard tight-binding (i.e. nearest-neighbor hopping) system with
on-site potential disorder. This can be represented in one dimension by a time-
dependent Schrödinger equation

i
∂ψl

∂ t
= εl ψl −ψl+1−ψl−1, (6.17)

whereεl are the random on-site energies, drawn from an uncorrelateduniform dis-
tribution in [−W/2,W/2], whereW parameterizes the disorder strength andψl is
the complex wave function associated with lattice sitel . Using the substitution
ψl = Al exp(−iλ t) yields a time-independent system of difference equations

λAl = εl Al −Al+1−Al−1, (6.18)

whose solution consists of a set of eigenvectors called the normal mode eigenvectors
(NMEs),Aν

l , (normalized as∑l (A
ν
l )

2 = 1), and a set of eigenvalues called the nor-
mal frequencies,λν . All eigenvectors are exponentially localized, meaning that their
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asymptotic behaviorcan be described by an exponential decay|Aν
l | ∼ e−l/ξ (λν),

whereξ (λν) is a characteristic energy-dependent length, called thelocalization
length. Naturally,ξ → ∞ corresponds to an extended eigenstate. Several approaches
have been developed for the evaluation ofξ , such as the transfer matrix method,
schemes based on the transport properties of the lattice, aswell as perturbative tech-
niques. For more information on such approaches, the readeris referred to [209] and
references therein.

The mathematical description of Anderson localization based on the above for-
malism is useful for theoretical approaches, but not so muchfor experimental stud-
ies. Clearly, unbounded media do not exist and eigenvalues or eigenstates are rarely
measured in real experiments, where mainly measurements oftransition and con-
ductivity are performed. So the need for a connection between conductivity and
the spectrum of the system becomes apparent. The basic approach towards the ful-
filment of this goal was the establishment of a relationship between conductivity
and the sensitivity of the eigenvalues of the Hamiltonian ofa finite (but very large)
system to changes in the boundary conditions [121]. This sensitivity turned out to
be conceptually important for the formulation of a scaling theory for localization
[5]. The main hypothesis of this single-parameter scaling theory is that, close to the
transition between localized and extended states, there should only be one scaling
variable which depends on the conductivity for the metallicbehavior and the local-
ization length for the insulating behavior. This single parameter turned out to be a
dimensionless conductance (often calledThouless conductanceor Thouless num-
ber) defined as

g(N) =
δE
∆E

, (6.19)

whereδE is the average energy shift of eigenvalues of a finite system of size N
due to the change in the boundary conditions, and∆E is the average spacing of
the eigenvalues. For localized states and largeN, δE becomes very small andg(N)
vanishes, while in the metallic regime the boundary conditions always influence the
energy levels, even in the limiting case of infinite systems.The introduction of the
Thouless conductance led to the formulation of a simple criterion for the occurrence
of Anderson localization:g(N)< 1. In one and two-dimensional random media this
criterion can be reached for any degree of disorder by just increasing the size of the
medium, while in higher dimensions a critical threshold exists.

The experimental verification of Anderson localization is not easy, for example
due to the electron-electron interactions in cases of electron localization, and the dif-
ficult discrimination between localization and absorptionin experiments of photon
localization. Nevertheless, nowadays the observation of Anderson localization has
been reported in several experiments, a few of which are quoted here: (i) light local-
ization in three-dimensional random media [348, 326], (ii)transverse localization
of light for two [302] and one [211] dimensional photonic lattices, (iii) localization
of a Bose-Einstein condensate in an one-dimensional optical potential [46, 287],
and (iv) elastic waves propagating in a three-dimensional disordered medium [176].
In addition, the observation of the metal-insulator transition in a three-dimensional
model with atomic matter waves has been described in [83].
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6.4.2 Diffusion in disordered nonlinear chains

As was discussed in the previous subsection, the presence ofuncorrelated spa-
tial disorder in one-dimensional linear lattices results in the localization of their
NMEs. An interesting question, therefore, that naturally arises is what happens
if nonlinearity is introduced to the system. Understandingthe effect of nonlinear-
ity on the localization properties of wave packets in disordered systems is a chal-
lenging task, which, has attracted the attention of many researchers in recent years
[255, 274, 205, 134, 320, 341, 257, 147, 315, 127, 213, 342, 256, 258, 48, 49]. Most
of these studies consider the evolution of an initially localized wave packet and
show that wave packets spread subdiffusively for moderate nonlinearities. On the
other hand, for weak enough nonlinearities, wave packets appear to be frozen over
the complete available integration time, thereby resembling Anderson localization,
at least on finite time scales. Recently, it was conjectured in [181] that these states
may be localized for infinite times on Kolmogorov-Arnold-Moser (KAM) torus-like
structures in phase space. Whether this is true or not remains open to the present day.

6.4.2.1 Two basic models

In order to present the characteristics of subdiffusive spreading, let us consider two
one-dimensional lattice models. The first one is a variant ofsystem (6.4). It repre-
sents a disordered discrete nonlinear Schrödinger equation (DDNLS) described by
the Hamiltonian function

HD = ∑
l

εl |ψl |2+
β
2
|ψl |4− (ψl+1ψ∗

l +ψ∗
l+1ψl ), (6.20)

in which ψl are complex variables,ψ∗
l their complex conjugates,l are the lattice

site indices andβ ≥ 0 is the nonlinearity strength. The random on-site energies
εl are chosen uniformly from the interval

[
−W

2 ,
W
2

]
, with W denoting the disorder

strength. The equations of motion are generated byψ̇l = ∂HD/∂ (iψ⋆
l ):

iψ̇l = εl ψl +β |ψl |2ψl −ψl+1−ψl−1 . (6.21)

This set of equations conserves both the energy of (6.20), and the normS=∑l |ψl |2.
The second model we consider is the quartic KG lattice (6.1),described by the

Hamiltonian

HK = ∑
l

p2
l

2
+

ε̃l

2
u2

l +
1
4

u4
l +

1
2W

(ul+1−ul)
2, (6.22)

whereul andpl respectively are the generalized coordinates and momenta on sitel ,
and ε̃l are chosen uniformly from the interval

[ 1
2,

3
2

]
. The equations of motion are

ül =−∂HK/∂ul and yield
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ül =−ε̃l ul −u3
l +

1
W

(ul+1+ul−1−2ul) . (6.23)

This set of equations only conserves the energyH of (6.22). The scalar valueH ≥ 0
serves as a control parameter of nonlinearity, similar toβ for the DDNLS case.

Forβ = 0 andψl =Al exp(−iλ t), (6.21) reduces to the linear eigenvalue problem
(6.18). The width of the eigenfrequency spectrumλν in (6.18) is∆D =W+4 with
λν ∈

[
−2− W

2 ,2+
W
2

]
. In the limit H → 0 (in practice by neglecting the nonlinear

termu4
l /4) the KG model of (6.22) is reduced (withul = Al exp(iωt)) to the same

linear eigenvalue problem of (6.18), under the substitutionsλ =Wω2−W−2 and
εl =W(ε̃l −1). The width of the squared frequencyω2

ν spectrum is∆K = 1+ 4
W with

ω2
ν ∈

[
1
2,

3
2 +

4
W

]
. As in the case of DDNLS,W determines the disorder strength.

In the case of weak disorder,W → 0, the localization length of NMEs is approx-
imated byξ (λν) ≤ ξ (0) ≈ 100/W2 [209, 210]. On average the NME localization
volume (i.e. spatial extent)V, is of the order of 3.3ξ (0)≈ 330/W2 for weak disor-
der and unity in the limit of strong disorder,W → ∞ [210]. The average spacing of
eigenvalues of NMEs within the range of a localization volume is given byd≈∆/V,
with ∆ being the spectrum width. The two frequency scalesd ≤ ∆ determine the
packet evolution details in the presence of nonlinearity.

In order to write the equations of motion of Hamiltonian (6.20) in the normal
mode space of the system, we insertψl = ∑ν Aν,l φν in (6.21), with|φν |2 denoting
the time-dependent amplitude of theνth mode. Then, using (6.18) and the orthogo-
nality of NMEs the equations of motion (6.21) read

iφ̇ν = λνφν +β ∑
ν1,ν2,ν3

Iν,ν1,ν2,ν3φ∗
ν1

φν2φν3 (6.24)

with Iν,ν1,ν2,ν3 = ∑l Aν,l Aν1,l Aν2,l Aν3,l being the so-called overlap integral (see Ex-
ercise 6.3).

To study the spreading characteristics of wave packets let us order the NMEs
by increasing value of the center-of-norm coordinateXν = ∑l lA

2
ν,l [134, 320,

315, 213]. Then, for DDNLS we follow the normalized norm density distributions
zν ≡ |φν |2/∑µ |φµ |2, while for KG we monitor the normalized energy density dis-
tributionszν ≡ Eν/∑µ Eµ with Eν = Ȧ2

ν/2+ω2
ν A2

ν/2, whereAν is the amplitude
of the νth normal mode andω2

ν its squared frequency. Usually these distributions
are characterized by means of the second momentm2 = ∑ν(ν − ν̄)2zν (which quan-
tifies the wave packet’s spreading width), with̄ν = ∑ν νzν , and the participation
numberP = 1/∑ν z2

ν , (i.e. the number of the strongest excited modes inzν ). An-
other often used quantity is the compactness indexζ = P2/m2, which quantifies
the inhomogeneity of a wave packet. Thermalized distributions haveζ ≈ 3, while
ζ ≪ 3 indicates very inhomogeneous packets, e.g. sparse (with many holes) or par-
tially selftrapped ones (see [320] for more details).

The frequency shiftδ of a single site oscillator induced by the nonlinearity for
the DDNLS model isδD = β |ψl |2, while for the KG system the squared frequency
shift of a single site oscillator isδK ∼ El , El being the energy of the oscillator.
Since all NMEs are exponentially localized in space, each effectively couples to a
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finite number of neighbor modes. The nonlinear interactionsare thus of finite range;
however, the strength of this coupling is proportional to the norm (energy) density
for the DDNLS (KG) model. If the packet spreads far enough, wecan generally
define two norm (energy) densities: one in real space,nl = |ψl |2 (El ) and the other
in normal mode space,nν = |φν |2 (Eν ).

Typically, in order to obtain a statistical description of the wave packet dynamics
averaging over hundreds of realizations is performed. As a result, no strong dif-
ference is seen between the norms (energies) in real and normal mode space, and
therefore, we treat them generally as some characteristic norm (n) or energy (E)
density. The frequency shift due to nonlinearity is thenδD ∼ βn for the DDNLS
model, while the square frequency shift isδK ∼ E for the KG lattice.

6.4.2.2 Regimes of wave packet spreading

Let us now discuss in more detail the different wave packet evolutions. For strong
nonlinearities a substantial part of the wave packet is self-trapped. This is due to
nonlinear frequency shifts, which will tune the excited sites immediately out of res-
onance with the non-excited neighborhood [128, 129]. The existence of the self-
trapping regime was theoretically predicted for the DDNLS model in [205] (see
also [320] for more details). According to the theorem stated in [205], for large
enough nonlinearities (δD > ∆D), single site excitations cannot uniformly spread
over the entire lattice. Consequently, a part of the wave packet will remain local-
ized, although the theorem does not prove that the location of this inhomogene-
ity is constant in time. In fact, partial self-trapping willoccur already forδD ≥ 2
(δK & 1/W) since at least some sites in the packet may be tuned out of resonance.
The selftrapping regime has been numerically observed for single-site excitations
[134, 320, 315] and for extended excitations [213, 48], bothfor the DDNLS and the
KG models, despite the fact that the KG system conserves onlythe total energyH,
and the selftrapping theorem can not be applied there.

When selftrapping is avoided forδD < 2 (δK . 1/W), two different spread-
ing regimes were predicted in [127] having different dynamical characteristics: an
asymptotic weak chaos regime, and a potential intermediatestrong chaos one. The
basic assumption for this prediction is that the spreading of the wave packet is due
to the chaoticity inside the packet. This practically meansthat a normal mode in a
layer of widthV in the cold exterior of the wave packet—which borders the packet
but will belong to the core of the spreading packet at later times—is incoherently
heated by the packet. Numerical verifications of the existence of these regimes were
presented in [315, 213, 48].

Let us take a closer look at these behaviors by considering initial “block” wave
packets, whereL central oscillators of the lattice are excited having the same norm
(energy). In the weak chaos regime, forL ≥ V andδ < d most of the NMEs are
weakly interacting with each other. Then the subdiffusive spreading of the wave
packet is characterized bym2 ∼ t1/3. If the nonlinearity is weak enough to avoid
selftrapping, yet strong enough to ensureδ > d, the strong chaos regime is realized.
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Wave packets in this regime initially spread faster than in the case of weak chaos,
with m2 ∼ t1/2. Note that a spreading wave packet launched in the regime of strong
chaos will increase in size, drop its norm (energy) density,and therefore a crossover
into the asymptotic regime of weak chaos will occur at later times.

We turn our attention now to the caseL<V. In this case the wave packet initially
spreads over the localization volumeV during a time intervalτin ∼ 2π/d, even in
the absence of nonlinearities [127, 213]. The initial average norm (energy) density
nin (Ein) of the wave packet is then lowered ton(τin) ≈ ninL/V (E(τin) ≈ EinL/V).
Further spreading of the wave packet in the presence of nonlinearities is then deter-
mined by these reduced densities. Note that for single-siteexcitations (L = 1), the
strong chaos regime completely disappears and the wave packet evolves either in
the weak chaos or selftrapping regimes [274, 134, 320, 341].

6.4.2.3 Numerical results

We present now some numerical results obtained in [213] showing the existence and
the main characteristics of weak chaos, strong chaos, the crossover between them
and the selftrapping regime (Fig. 6.10). These results wereobtained by considering
compact DDNLS wave packets att = 0 spanning a widthL centered in the lattice,
such that withinL there is a constant norm density and a random phase at each site
(outside the volumeL the norm density is zero). In the KG case, this corresponds to
exciting each site in the widthL with the same energy density,E = H/L, i.e. setting
initial momenta topl = ±

√
2E with randomly assigned signs. Ensemble averages

over disorder were calculated for 1000 realizations withW = 4, while L = V =
21, and system sizes of 1000− 2000 sites were considered. For the DDNLS, an
initial norm density ofnin = 1 was taken, so thatδD = β . The values ofβ (E for
KG) were chosen to give the three expected spreading regimes, respectivelyβ ∈
{0.04,0.72,3.6} andE ∈ {0.01,0.2,0.75}.

Let us describe the results of Fig. 6.10 referring mainly to the DDNLS model. In
the regime of weak chaos we see a subdiffusive growth ofm2 according tom2 ∼ tα

with α ≈1/3 at large times. In the regime of strong chaos we observe exponentsα ≈
1/2 for 103 . t . 104 (KG: 104 . t . 105). Time averages in these regions over the
green curves yieldα ≈ 0.49±0.01(KG: 0.51±0.02). With spreading continuing
in the strong chaos regime, the norm density in the packet decreases, and eventually
satisfiesδD ≤ dD (δK ≤ dK). This results in a dynamicalcrossoverto the slower
weak chaos subdiffusive spreading. Fits of this decay suggest thatα ≈ 1/3 at 1010.
t . 1011 for both models. In the regimes of weak and strong chaos, the compactness
index at largest computational times isζ ≈ 2.85±0.79(KG: 2.74±0.83), as seen
in the blue and green curves of the insets of Fig. 6.10. This means that the wave
packet spreads, but remains rather compact and thermalized(ζ ≈ 3).

Numerical studies of several additional models of disordered nonlinear one-
dimensional lattices demonstrate that in the presence of nonlinearities subdiffusive
spreading is always observed, so that the second moment grows initially asm2 ∼ tα

with α < 1, showing signs of a crossover to the asymptoticm2 ∼ t1/3 law at larger
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Fig. 6.10 Upper row: Average log of second moments (inset: average compactness index) vs. log
time for the DDNLS (KG) on the left (right), forW = 4, L = 21. Colors correspond to the three
different regimes: (i) weak chaos—blue,β = 0.04 (E = 0.01), (ii) strong chaos—green,β = 0.72
(E = 0.2), (iii) self-trapping—red,β = 3.6 (E = 0.75). The respective lighter surrounding areas
show one-standard-deviation error. Dashed lines are to guide the eye to∼ t1/3, while dot-dashed
lines are guides for∼ t1/2. Lower row: Finite difference derivativesα(logt) = d〈logm2〉/d logt
for the smoothedm2 data respectively from above curves (after [213]).

times [48, 213]. Remarkably, subdiffusive spreading was also observed for large
disorder strengths, when the localization volume (which defines the number of in-
teracting partner modes) tends to one [48]. Such results support the conjecture that
the wave packets, once they spread, do so up to infinite times in a subdiffusive way,
bypassing Anderson localization of the linear wave equations. Nevertheless, the va-
lidity of this conjecture is still an open issue.

It is worth-mentioning that when the nonlinearity strengthtends to very small val-
ues, waiting times for wave packet spreading of compact initial excitations increase
beyond the detection capabilities of current computational tools. The corresponding
question of whether a KAM regime can indeed be approached at finite nonlinearity
strength was addressed in [181], but remains still unanswered.
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Exercises

Exercise 6.1.(a) Identify all fixed points of the 2-dimensional map (6.5) as func-
tions of the parametersω andγ. Linearize the equations of the map about them and
compute the eigenvalues and eigenvectors of the linearizedmap in every case, thus
determining the stability of each point.
(b) Chooseω andγ values such that the origin is a saddle, place many initial con-
ditions on the corresponding eigenvectors and trace out numerically the stable and
unstable manifolds emanating out of the point(0,0) in that case (note that to follow
the stable manifold you will need to use the equations of the inverse map).
(c) Computing as accurately as possible one of their primaryintersections locate
one homoclinic point, whose (forward and backward) iterations should enable you
to compute one of the simple breathers of the DNLS equation.

Exercise 6.2.(a) Substituting (6.2) in the KG equation of motion (6.1) derive the
infinite dimensional map satisfied by the Fourier coefficients An(k) for a periodic
solution of the system with frequencyω . Using these equations prove that the origin
is of the saddle type provided the following condition is satisfied

C(k) = 2+
K −ω2k2

α
> 2, (6.25)

thus showing that breathers can exist in the KG system with frequencyωb = ω if
ω2k2 > K + 4α for all k = 1,2, . . .. It follows, therefore, that if this condition is
satisfied fork= 1 it will also hold for all otherk.
(b) Referring to (6.7), withC = C(1), consult reference [63] and use the method
proposed in Exercise 6.1 to compute homoclinic orbits for the cubic map (6.7) that
approximate simple breathers of the KG system. Consult alsoProblem 6.1 below to
see how to do this in a systematic way.

Exercise 6.3.Substitutingψl = ∑ν Aν,l φν in (6.21), and using (6.18) and the or-
thogonality of NMEs, prove that the equations of motion of the DDNLS system
(6.20) in normal mode space is given by (6.24).

Problems

Problem 6.1.(a) Consider the “soft spring” KG potential

V(x) =
1
2

Kx2− 1
4

x4. (6.26)

Use this form ofV(x) in the equations of motion (6.1) to search for periodic solu-
tions of the form (6.2) withωb =ω , equating coefficients ofexp(ikωt). Thus, derive
the following algebraic system for the coefficientsAn(k)
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An+1(k)+An−1(k)=C(k)An(k)−
1
α ∑

k1

∑
k2

∑
k3

An(k1)An(k2)An(k3), k1+k2+k3= k,

(6.27)
for everyk= 1,2, . . . ,M, with

C(k) = 2+
K − k2ω2

α
(6.28)

assuming that the Fourier coefficientsAn(k) decrease sufficiently rapidly withn, so
that M of them are enough to describe the dynamics. As explained in Sect. 6.2, a
necessary condition for the existence of breathers is that the trivial solution of (6.27),
i.e.An(k) = 0, for all n,k, be a saddle point of the 2M-dimensional map (6.27).

(b) Linearize (6.27) near the trivial point and prove that itis a saddle with anM-
dimensional stable and an -dimensional unstable manifold,if and only if |C(k)|> 2
for all k = 1,2, . . . ,M. Show that the smallest value ofω that makes it possible for
a breather with this frequency to exist isω =

√
K−α(C(1)−2). Consider now

the simple approximation that the breather is represented by a single mode only,
i.e. un(t) = 2An(1)cosωt, for −M < n < M, and scale the Fourier coefficients by
An(1) =

√
αAn to obtain the map

An+1+An−1+C(1)An =−3A3
n, (6.29)

(see also (6.7)).
(c) Analyzing (6.29), show that the only possibility for breathers isC(1) > 2,

with frequencyω <
√

K belowthe phonon band. Explain why the parameter range
for breathers of (6.26) is considerably more limited than the “hard spring” case
(see (6.1)), whereω >

√
K+4α. Write the above map in the two-variable form

An+1 = −Bn−C(1)An−3A3
n, Bn+1 = An and determine the eigenvectors of its lin-

earized equations about the origin(0,0). Now use the method described in Exercise
6.1 to trace out numerically the invariant manifolds of the origin, locate their inter-
sections and compute some of the breathers and multibreathers. Start with accurate
representations of theirun(0) = 2An(1) and u̇n(0) = 0 initial conditions and inte-
grate the equations of motion (see (6.1)) for long times to determine numerically
the stability of these solutions, under small changes of their initial conditions.



Chapter 7
The Statistical Mechanics of Quasi-Stationary
States

Abstract This chapter adopts an altogether different approach to thestudy of chaos
in Hamiltonian systems. We consider, in particular, probability distribution func-
tions (pdfs) of sums of chaotic orbit variables in differentregions of phase space,
aiming to reveal the statistical properties of the motion inthese regions. If the orbits
are strongly chaotic, these pdfs tend to a Gaussian and the system quickly reaches an
equilibrium state described by Boltzmann-Gibbs statistical mechanics. There exist,
however, many interesting regimes of weak chaos characterized by long-lived quasi-
stationary states (QSS), whose pdfs are well-approximatedby q-Gaussian functions,
associated with nonextensive statistical mechanics. In this chapter, we study such
QSS for a number ofN dof FPU models, as well as 2D area-preserving maps, to
locate weakly chaotic QSS, investigate the complexity of their dynamics and dis-
cover their implications regarding the occurrence of dynamical phase transitions
and the approach to thermodynamic equilibrium, where energy is equally shared by
all degrees of freedom of the system.

7.1 From Deterministic Dynamics to Statistical Mechanics

So far in these lectures we have treated the solutions of Hamiltonian systems as in-
dividual trajectories (or orbits), evolving in a deterministic way, according to New-
ton’s equations of motion. In other words, we have systematically chosen initial
conditions locally in various areas of phase space and have sought to characterize
the resulting orbits as‘ ‘ordered” or “chaotic”, aiming to understand the dynamics
more globally in phase space. Clearly, however, if we seriously wish to shift our
attention from local to global dynamics, such characterizations are too simplistic.

As we have already seen in earlier chapters, order and chaos are globally much
more complex than what their local manifestations might entail. In Chap. 5, for
example, we realized thats-dimensional invariant tori ofN dof Hamiltonians, with
s≪N, owing to their localization properties in Fourier space, turn out to be very im-
portant in our attempt to understand the (global) phenomenon of FPU recurrences.

117
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Indeed, quasiperiodic orbits of as few ass= 2,3, . . . (rationally independent) fre-
quencies were found to dominate the dynamics at low energiesto the extent that,
even when these orbits become unstable and the corresponding tori break down, they
still represent quasi-stationary states, which preclude the onset of energy equiparti-
tion for very long times.

A different kind of localized solutions (this time in configuration space), known
as discrete breathers, was discussed in Chap. 6. They were also found to hin-
der energy equipartition, through the persistence of stable periodic oscillations, in
which very few particles participate with appreciable amplitudes! Indeed, discrete
breathers are observed in many cases to be surrounded by low-dimensional tori and
clearly constitute one more example where local order influences global dynamics
in multi-dimensional Hamiltonian systems.

One may, therefore, well wonder: since there do exist hierarchical levels of order,
could there also exist hierarchies of disorder, where chaotic orbits are confined, for
very long times, in limited domains of phase space? Such regimes may be charac-
terized, for example, by small LCEs and weakly chaotic dynamics, compared with
regimes of strong chaos, which are larger and possess higherLCEs. As we will show
in the present chapter, such distinction can indeed be made,but we must be prepared
to combine our deterministic methods with the probabilistic approach of statistical
mechanics.

As is well-known, the statistical analysis of dynamical systems has a long history.
Probability density functions (pdfs) of chaotic orbits have been studied for many
decades and by many authors, aiming to understand the transition from deterministic
to stochastic (or ergodic) behavior [11, 21, 311, 269, 271, 292, 187, 293, 294, 120,
188]. In this context, the fundamental question that arisesconcerns the existence
of an appropriate invariant probability density (or ergodic measure), characterizing
phase space regions where solutions generically exhibit chaotic dynamics. If such
an invariant measure can be established for almost all initial conditions (i.e. except
for a set of measure zero), one has a firm basis for studying thesystem at hand from
a statistical mechanics point of view.

If, additionally, this invariant measure turns out to be a continuous and suffi-
ciently smooth function of the phase space coordinates, onecan invoke the Boltzmann-
Gibbs (BG) microcanonical ensemble and attempt to evaluateall relevant quantities
at thermal equilibrium, like partition function, free energy, entropy, etc. On the other
hand, if the measure is absolutely continuous (as e.g. in thecase of the so-called Ax-
iom A dynamical systems), one might still be able to use the formalism of ergodic
theory and Sinai-Ruelle-Bowen measures to study the statistical properties of the
model [120].

In all these cases, viewing the values of one, or a linear combination of com-
ponents of a chaotic trajectory at discrete timestn, n = 1, . . . ,N as realizations of
several independent and identically distributed random variablesXn and calculating
the distribution of their sums in the context of the Central Limit Theorem (CLT)
[285] one expects to find a Gaussian, whose mean and variance are those of the
Xn’s. This is indeed what happens in many chaotic dynamical systems studied to
date which are ergodic, i.e. almost all their orbits (exceptfor a set of measure zero)



7.1 From Deterministic Dynamics to Statistical Mechanics 119

pass arbitrarily close to any point of the constant energy manifold, after sufficiently
long times. What is also true is that, in these cases, at leastone LCE is positive, sta-
ble periodic orbits are absent and the constant energy manifold is covered uniformly
by chaotic orbits, for all but a (Lebesgue) measure zero set of initial conditions.

But then, what about chaotic regions of limited extent, at energies where the
MLE is “small” and stable periodic orbits are present, whoseislands of invariant
tori and sets of cantori around them occupy a positive measure subset of the energy
manifold? In such regimes of weak chaos, it is known that manyorbits “stick” for
long times to the boundaries of these islands and chaotic trajectories diffuse slowly
through multiply connected regions in a highly non-uniformway [8, 92, 252]. Such
examples occur in many physically realistic systems studied in the current literature
(see e.g. [319, 134, 180, 320]).

These are cases where exponential separation of nearby solutions is not uniform,
exponential decay of correlations is not generic and chaotic orbits can no longer be
viewed as independent and/or identically distributed random variables. What kind
of pdfs would we expect from a computation of their sums, if not Gaussians? This
type of Hamiltonian dynamics is strongly reminiscent of many examples of physical
systems governed by long range interactions, like self-gravitating systems of finitely
many mass points, interacting black holes and ferromagnetic spin models, in which
power laws are dominant over exponential decay [335].

7.1.1 Nonextensive statistical mechanics andq-Gaussian pdfs

As we also discussed in Sect.1.4, multi-particle systems belong to different univer-
sality classes, according to their statistical propertiesat equilibrium. In the most
widely studied class, if the system can be at any one ofi = 1,2, . . . ,W states with
probabilitypi , its entropy is given by the BG formula

SBG =−k
W

∑
i=1

pi ln pi , (7.1)

wherek is Boltzmann’s constant, under the constraint

W

∑
i=1

pi = 1. (7.2)

As is well-known, the BG entropy isadditivein the sense that, for any two in-
dependent systemsA andB, the entropy of their sum is the sum of the individual
entropies, i.e.SBG(A+B) = SBG(A)+SBG(B). It is alsoextensive, as it grows lin-
early with the number of dofN, asN → ∞. These properties are associated with the
fact that different parts of BG systems are highly uncorrelated and their dynamics is
statistically uniform in phase space.
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There is, however, an abundance of physical systems characterized by strong cor-
relations, for which the assumptions of extensivity and additivity are not generally
valid [335]. In fact, as we explain in this chapter, Hamiltonian systems provide a
wealth of examples governed by such complex statistics, especially near the bound-
aries of islands of ordered motion, where orbits “stick” forvery long times and the
dynamics becomes very weakly chaotic. It is for this kind of situations that Tsallis
proposed the entropy formula

Sq = k
1−∑W

i=1 pq
i

q−1
with

W

∑
i=1

pi = 1, (7.3)

that depends on an indexq, for a set ofW states with probabilitiespi i = 1, . . . ,W,
obeying the constraint (7.2). TheSq entropy is not additive, sinceSq(A+ B) =
Sq(A) +Sq(B) + k(1−q)Sq(A)Sq(B) and generally not extensive. The pdf replac-
ing the Gaussian in this type of nonextensive statistical mechanics is theq-Gaussian
distribution

P(s) = aexpq(−βs2)≡ a

[
1− (1−q)βs2

] 1
1−q

(7.4)

obtained as an extremum (maximum forq> 0 and minimum forq< 0) of the Tsallis
entropy (7.3), under appropriate constraints [335]. Theq index satisfies 1< q <
3 to make (7.4) normalizable,β is an arbitrary parameter anda a normalization
constant. Note that in the limitq → 1 (7.4) tends to the Gaussian distribution, i.e.
expq(−βx2)→ exp(−βx2).

The above approach does not constitute, of course, the only possible choice for
analyzing the statistics of strongly correlated systems atthermal equilibrium. As
Tsallis points out in his book [335], various entropic formshave been proposed by
different authors as alternatives to the BG entropy.Sq, however, turns out to enjoy a
number of important properties, also shared bySBG, that appear to render it superior
to other choices. For example, it satisfies uniqueness theorems analogous to those of
Shannon and Khinchin obeyed bySBG and is Lesche stable (i.e. robust under small
variations of the state probabilitiespi) and concave for allq > 0. By contrast, the
Rényi entropy, for example, defined by [284]

SR
q = k

ln∑W
i=1 pq

i

1−q
, (7.5)

although additive, fails to satisfy many other important requirements of entropic
forms like concavity and Lesche stability [335].

What we wish to do in this chapter is study the complex statistics of several
multi-dimensional Hamiltonian systems involving either nearest neighbor interac-
tions or long range forces. We focus on weakly chaotic regimes and demonstrate
by means of numerical experiments, in the spirit of the CLT, that pdfs of sums of
orbit componentsdo notrapidly converge to a Gaussian, but are well approximated,
for long integration times, by theq-Gaussian distribution (7.4). At longer times, of
course, chaotic orbits generally leak out of smaller regions to larger chaotic seas,
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where obstruction by islands and cantori is less dominant and the dynamics is more
uniformly ergodic. This transition is signaled by theq-index of the distribution (7.4)
decreasing towardsq = 1, which represents the limit at which the pdf becomes a
Gaussian.

Thus, in our models,q-Gaussian distributions representquasi-stationary states
(QSS) that are often very long-lived, especially inside “thin” chaotic layers near
periodic orbits that have just turned unstable. This suggests that it might be useful
to study these pdfs (as well as their associatedq values) for sufficiently long times
and try to derive useful information regarding these QSS directly from the chaotic
orbits, at least for time intervals accessible by numericalintegration. QSS have also
been studied in coupled standard maps and the so-called Hamiltonian Mean Field
(HMF) model in [23, 24], but not from the viewpoint of sum distributions.

One must be very careful, however, with regard to the kind of functions one uses
to approximate these pdfs. While it is true thatq-Gaussians offer, in general, a quite
accurate representation of QSS sum distributions, they arenot the only possible
choice. In fact, it has already been shown in certain systemsthat another so-called
“crossover” function [335, 80, 336] can describe the same data with better accuracy.
As pointed out in many references [111, 170, 169], there are cases where other
functions can be used to approximate better sum distributions of weakly chaotic
QSS.

7.2 Statistical Distributions of Chaotic QSS and Their
Computation

Let us start again with an autonomousN dof Hamiltonian function of the form

H ≡ H(q(t),p(t)) = H(q1(t), . . . ,qN(t), p1(t), . . . , pN(t)) = E (7.6)

where(qk(t), pk(t)) are the positions and momenta respectively representing the
solutions in phase space at timet. What we wish to study here is the statistical prop-
erties of these solutions in regimes of weakly chaotic motion, where the Lyapunov
exponents [31, 32, 120, 313] are positive but very small. Such situations arise often
when one considers orbits which diffuse into thin chaotic layers and wander through
a complicated network of “islands”, sticking for very long times to the boundaries
of these islands on a surface of constant energy.

There are several interesting questions one would like to ask here: How long do
these weakly chaotic states last? Assuming they are quasi-stationary, can we de-
scribe them statistically by observing some of their chaotic orbits? What type of
distributions characterize these QSS and how could one connect them to the actual
dynamics of the corresponding Hamiltonian system? Can we use these statistical
considerations to understand importantphysicalproperties of system (7.6) like en-
ergy equipartition? Is there any connection between the statistics of these QSS and
the breakdown of certain localization phenomena discussedin earlier chapters?
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The approach we shall follow is in the spirit of the well-known Central Limit
Theorem [285] and is described in detail in [18]. In particular, Hamilton’s equations
of motion will be solved numerically for a large set of initial conditions to con-
struct distributions of suitably rescaled sums ofM values of a generic observable
ηi = η(ti), i = 1, . . . ,M, which depends linearly on the components of the solution.
If these are viewed as different random variables (in the limit M → ∞), we may
evaluate their sum

S( j)
M =

M

∑
i=1

η( j)
i (7.7)

for j = 1, . . . ,Nic initial conditions. Thus, we can analyze the statistics of these
sums, centered about their mean value and rescaled by their standard deviationσM,
writing them as

s( j)
M ≡ 1

σM

(
S( j)

M −〈S( j)
M 〉
)
=

1
σM

(
M

∑
i=1

η( j)
i − 1

Nic

Nic
∑
j=1

M

∑
i=1

η( j)
i

)
(7.8)

over theNic initial conditions.

Plotting now the normalized histogram of the probabilitiesP(s( j)
M ) as a function

of s( j)
M , we compare our pdfs with various functional forms found in the literature.

If the variables are independent and identically distributed, as explained in the pre-
vious section, we expect a Gaussian. What we find, however, inmany cases, is that
the data is much better approximated by aq-Gaussian function of the form

P(s( j)
M ) = aexpq(−βs( j)2

M )≡ a

[
1− (1−q)βs( j)2

M

] 1
1−q

(7.9)

(see (7.4)). The normalization of this pdf is achieved by setting

β = a
√

π
Γ
(

3−q
2(q−1)

)

(q−1)
1
2 Γ
(

1
q−1

) , (7.10)

whereΓ is the EulerΓ function, showing that the allowed values ofq are 1< q< 3.
Let us now describe the numerical procedure one may use to calculate these pdfs.

First, we specify an observable denoted byη(t) as one (or a linear combination) of
the components of the position vectorq(t) of a chaotic solution of Hamilton;s equa-
tions of motion, located initially at(q(0),p(0)). Assuming that the orbit visits all
parts of a QSS during the integration interval 0≤ t ≤ tf , we divide this interval into
Nic equally spaced, consecutive time windows, which are long enough to contain
a significant part of the orbit. Next, we subdivide each such window into a number

M of equally spaced subintervals and calculate the sumS( j)
M of the values of the

observableη(t) at the right edges of these subintervals (see (7.7)). In thisway, we
treat the point at the beginning of every time window as a new initial condition and
repeat this processNic times to obtain as many sums as required to have reliable
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statistics. Consequently, at the end of the integration, wecompute the average and

standard deviation of the sums (7.7), evaluate theNic rescaled quantitiess( j)
M and

plot the histogramP(s( j)
M ) of their distribution.

As we shall see in the next sections, in regions of weak chaos these distributions
are well-fitted by aq-Gaussian of the form (7.9) for fairly long time intervals. How-
ever, for longer times, the orbits often diffuse to wider domains of strong chaos and
the well-known form of a Gaussian pdf is recovered.

7.3 FPUπ-mode Under Periodic Boundary Conditions

One very popular Hamiltonian to which we can apply our approach is the 1-
dimensional lattice ofN particles with nearest neighbor interactions governed by
the FPU-β Hamiltonian [124]

H(q,p) =
1
2

N

∑
j=1

p2
j +

N

∑
j=1

[
1
2
(q j+1−q j)

2+
1
4

β (q j+1−q j)
4
]
= E (7.11)

under periodic boundary conditionsqN+ j(t) = q j(t), j = 1, . . . ,N, which we have
studied extensively in this book. More specifically, we shall first concentrate on
orbits starting near a well-known NNM of this system called the π-mode, which
has been studied in detail in several publications [69, 275,108, 70, 16, 221]. This
simple periodic solution is defined by (3.17)

q j(t) =−q j+1(t)≡ q(t), j = 1, . . . ,N (7.12)

with N even.
Our aim here is to investigate chaotic states near this orbitat energies where it

has just become unstable. To this end, let us choose as our observable the quantity

η(t) = qN
2
(t)+qN

2 −1(t) (7.13)

which satisfiesη(t) = 0 at theπ-mode. Thus, starting close to (7.12),η(t) remains
near zero at energies where the mode is stable and grows in magnitude at energies
where theπ-mode has destabilized, i.e.E > Eu. To compare with results published
in the recent literature (see e.g. [221]), we first consider the caseN= 128 andβ = 1,
for whichEu≈ 0.0257 [16] and take as our total energyE = 0.768 (i.e.ε = E/N =
0.006), at which theπ-mode is certainly unstable. The accuracy of the integration
performed in [18] is determined at each time step by requiring thatH(q(t),p(t)) is
within 10−5 from the energy value set initially at timet = 0.

As we see in Fig. 7.1, when the total integration timetf is increased, the pdfs
(solid curves) approach closer and closer to a Gaussian withq tending to 1. More-
over, this seems to be independent of the values ofNic and/orM, at least up to the
final integration timetf = 108. For example, when the parametersNic and M in
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Fig. 7.1(b) are varied, one obtainsq-Gaussians of very similar shape withq between
1.51 and 1.67. It is important to note, however, that the samedata may be better
fitted by other similar looking functions: For example, in Fig. 7.1(d) the numerical
distribution (solid curve) is better approximated by the so-called “crossover” func-
tion [335, 80, 336]

P̃(s( j)
M ) =

1
{

1− aq
a1
+

aq
a1

exp[(q−1)a1s
( j)2
M ]

} 1
q−1

, a1,aq ≥ 0 andq> 1, (7.14)

wherea1 ≈ 0.009,aq ≈ 2.849 andq≈ 2.179 withχ2 ≈ 0.00008, in contrast to the
χ2 ≈ 0.0007 obtained by fitting the same distribution by aq-Gaussian withq ≈
1.818 (see Fig. 7.1(a)). Note thatχ2 denotes the well–known test of reliability of a
given statistical hypothesis, see e.g. [161]. Equation (7.14) represents a “crossover”
betweenq-Gaussians and Gaussians and takes into account finite size (and time)
effects reflected in the lowering of the tails of the corresponding distributions.

Regarding this QSS, it is interesting to note that when the final integration time is
increased beyondtf ≈ 4×107, one observes that the LCEs monotonically increase
and attain bigger values than those computed up totf ≃ 4× 107 (see Fig. 7.2(b)).
This may signify that the trajectories drift away from the neighborhood of theπ-
mode and enter a larger chaotic subspace of the energy manifold.

Similar results for this system have also been obtained by other authors using an
analogous methodology [221]. They too find that if one takestf = 106 as the longest
integration time, one obtains pdfs that are well approximated byq-Gaussians. Their
transitory character, however, is revealed when one integrates up totf = 107 or
longer, when the pdfs are clearly seen to approach a Gaussian.

7.3.1 Chaotic breathers and the FPUπ-mode

As we discovered in Chap. 5, physical properties like energyequipartition among
all degrees of freedom have been at the center of many investigations of FPU sys-
tems. In one such study, focusing on theπ-mode under periodic boundary conditions
[108], the authors studied the time evolution of an FPU-β chain towards equipar-
tition using initial conditions close to that mode. They observed that at energies
well above its threshold of destabilization, a remarkable localization phenomenon
occurs: A large amplitude excitation spontaneously occurs(strongly resembling a
discrete breather), which has a finite lifetime and moves chaotically along the chain,
keeping all the energy restricted among very few particles.Moreover, numerical
results suggest that these “chaotic” breathers break down just before the system
reaches energy equipartition.

As pointed out in [108], this phenomenon can be monitored by evaluating the
function

C0(t) = N
∑N

n=1E2
n

(∑N
n=1En)2

, (7.15)
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Fig. 7.1 Plot in linear-log scale of numerical (solid curve),q-Gaussian (dashed curve) and Gaus-
sian (dotted curve) distributions for the FPUπ-mode with periodic boundary conditions, with
N = 128, β = 1 andE = 0.768> Eu ≈ 0.0256. Panel (a) corresponds to final integration time
tf = 105 usingNic = 104 time windows andM = 10 terms in the computation of the sums. Here,
the numerical fitting with aq-Gaussian givesq≈ 1.818 withχ2 ≈ 0.0007. Panel (b) corresponds
to tf = 106, Nic = 104 andM = 100 and the numerical fitting givesq≈ 1.531 withχ2 ≈ 0.0004.
Panel (c) corresponds totf = 108, Nic = 105 andM = 1000. It is evident that the numerical dis-
tribution (solid curve) has almost converged to a Gaussian (dotted curve). Panel (d) compares the
same pdf as in panel (a) with thẽP function of (7.14) fora1 ≈ 0.009,aq ≈ 2.849 andq ≈ 2.179
with χ2 ≈ 0.00008 (dashed curve) (after [18]).

whereEn denotes the energy per site

En =
1
2

p2
n+

1
2

V(qn+1−qn)+
1
2

V(qn−qn−1) (7.16)

with 1≤ n≤ N andV(x) = 1
2x2+ β

4 x4. SinceC0(t) = 1, if En = E/N at each siten
andC0(t) = N if the energy is localized at only one site, it can serve as an efficient
indicator of energy localization in the chain.

In their experiments, these authors usedN = 128,β = 0.1, E ≈ 42.2707 well
above the lowest destabilization energy of theπ-modeEu≈ 0.25725 and plottedC0

versust. Distributing evenly the energy among all sites of theπ-mode att = 0, they
observed thatC0 initially grows to relatively high values, indicating thatthe energy
localizes at a few sites. After a certain time, however,C0 reaches a maximum and
decreases towards an analytically derived asymptotic valueC̄0 ≈ 1.795 [108], which
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is associated with the breakdown of the chaotic breather andthe onset of energy
equipartition in the chain.

In [18], the same study of theπ-mode was performed at a lower energy,E =
0.768> Eu ≈ 0.0257 (keepingβ = 1, N = 128) and QSS were approximated by
q-Gaussian distributions, which are related to the lifetimeof chaotic breathers as
follows: In Fig. 7.2(a),C0 is plotted as a function of time, verifying indeed that it
grows over a long interval (t ≈ 1.8×108) after which it starts to decrease and eventu-
ally tends to the asymptotic valuēC0 ≃ 1.795 associated with energy equipartition.
In Fig. 7.2(b) it is shown that the four biggest LCEs decreasetowards zero until
aboutt ≈ 4×107, but then start to increase towards positive values indicating the
unstable character of theπ-mode.
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Fig. 7.2 (a) Plot ofC0, (7.15), as a function of time for the unstable (E = 0.768> Eu ≈ 0.0257)
π-mode withβ = 1 andN = 128. The grey curve corresponds to the time average of the solid
curve. (b) Log-log plot of the four biggest LCEs as a functionof time for the same parameters as
in panel (a) (after [18]).

In Fig. 7.3 we present the instantaneous energiesEn of all N = 128 sites at differ-
ent times, together with their associated sum distributions. As shown in Fig. 7.3(a),
the energy becomes localized at only a few sites, demonstrating the occurrence of a
chaotic breather at times of order 104 . t . 108. Next, Fig. 7.3(b) shows that when
the time is further increased (e.g. tot = 6×108), the chaotic breather is destroyed
and the system reaches equipartition.

Comparing Figs. 7.1, 7.2(a) and 7.3, we deduce that while thechaotic breather
still exists, a QSS is observed fitted byq-Gaussians withq well above unity, as seen
in Fig. 7.3(c). However, as the chaotic breather breaks downfor t > 108 and energy
equipartition is reached (see Fig. 7.3(b)),q→ 1 andq-Gaussian distributions rapidly
converge to Gaussians (see Fig. 7.1(c)) in full agreement with what is expected from
BG statistical mechanics.

In Fig. 7.3(d) we plot estimates of theq values obtained, when one computes
chaotic orbits near theπ-mode at this energy densityε =E/N= 0.006. Remarkably
enough, even though these values have an error bar of about±10 percent due to the
different statistical parametersM,Nic, used in the computation, they exhibit a clear
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Fig. 7.3 In panel (a) att = 107, near the maximum ofC0(t) (see Fig. 7.2(a)), we see a chaotic
breather. In panel (b) att = 6×108, this breather has collapsed and the system has reached a state
whose distribution is very close to a Gaussian, as implied already by the pdf shown in Fig. 7.1(c)
at t = 108. Note the scale difference in the vertical axes. Panel (c) att = 107 shows that the sum
distribution, near the maximum of the chaotic breather, is still quite close to aq-Gaussian with
q≈ 2.6. Panel (d) presents an estimate of theq index at different times, which shows that its values
on the average fall significantly closer to 1 fort > 107 (after [18]).

tendency to fall closer to 1 fort > 107, where energy equipartition is expected to
occur.

It is indeed a hard and open problem to determine exactly how equipartition times
Teq scale with the energy densityε = E/N and other parameters (likeβ ), particu-
larly in the thermodynamic limit, even in 1-dimensional FPUlattices. Although it
is a question that has long been studied in the literature [114, 108, 38, 26, 35], the
precise scaling exponents by whichTeq depends onε, β , etc. are not yet precisely
known for general mode excitations.

It would be very interesting if ourq values could help in this direction. In fact,
carrying out more careful calculations, as in Fig. 7.3(d), at other values of the spe-
cific energy, e.g.ε = 0.04 (see Fig. 7.4) andε = 0.2, one findsq plots that exhibit a
clear decrease to values close to 1, atTeq≈ 7.5×105 andTeq≈ 7.5×104 respec-
tively, approximately where the corresponding chaotic breathers collapse. Still, even
though these results are consistent with what is known in theliterature, the limited
accuracy of the above approach does not allow one to say something meaningful
about scaling laws, as the system tends to equilibrium.
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Fig. 7.4 Plot of q values as
a function of time for energy
densityε = 0.04, i.e.E = 5.12
(dashed curve) for theπ-mode
of an FPU periodic chain with
N = 128 particles andβ = 1.
The dotted and solid curves
show error bars in the form of
plus and minus one standard
deviation. In agreement with
other studies the transition to
values close toq = 1 occurs
here atTeq≈ 7.5×105 (after
[18]).
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7.4 FPU SPO1 and SPO2 Modes Under Fixed Boundary
Conditions

Let us now examine the chaotic dynamics near NNMs of the FPU system under
fixed boundary conditions, i.e.q0(t) = qN+1(t) = 0. In particular, we first evaluate
pdfs of sums of chaotic orbit components near the SPO1 mode (see (3.19)), which
keeps one particle fixed for every two adjacent particles oscillating with opposite
phase. This mode is defined forN odd by

q2 j(t) = 0, q2 j−1(t) =−q2 j+1(t), j = 1, . . . ,
N−1

2
. (7.17)

As shown in Fig. 7.5, the chaotic region close to this solution (when it has just
become unstable) appears for a long time isolated in phase space from other chaotic
domains. In fact, one finds several such domains, embedded one into each other. For
example, in the caseN = 5 andβ = 1.04, a “figure eight” chaotic region appears
on the surface of section (q1, p1) of Fig. 7.5 computed at times whenq3 = 0 (and
p3 > 0) at the energyE = 7.4. Even though the SPO1 mode is unstable (depicted as
the saddle point at the middle of this surface of section) orbits starting sufficiently
nearby remain in its vicinity for very long times, forming eventually the thin blue
“figure eight” at the center of the figure. Starting, however,at points a little further
away a more extended chaotic region is observed, plotted by green points, which
still resembles a “figure eight”. Choosing even more distantinitial conditions, a
large scale chaotic region plotted by red points becomes evident in Fig. 7.5.

It is, therefore, reasonable to regard these different dynamical behaviors near the
SPO1 mode as QSS and characterize them by pdfs of sum distributions, as explained
in Sect. 7.2. The idea behind this is that orbits starting initially at the immediate
vicinity of the unstable SPO1 mode behave differently than those lying further away,
since the latter orbits have the ability to explore more uniformly parts of the constant
energy surface. Thus,q-Gaussian-like distributions with 1< q< 3 are expected near
SPO1, while for orbits starting sufficiently far the distributions we expect to find are
Gaussians withq→ 1.
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Fig. 7.5 The “figure eight” chaotic region (blue color) is observed for an initial condition at a
distance close to the unstable SPO1 mode (depicted as the saddle point atq3 = 0 andp3 > 0). A
slightly more extended “figure eight” region (green points)occurs for an initial condition a little
further away and a large scale chaotic region (red points) arises for an initial condition even more
distant on the surface of section (q1, p1) computed at times whenq3 = 0. Orbits are integrated up
to tf = 105 usingE = 7.4, N = 5 andβ = 1.04 (after [18]).

To test the validity of these ideas, let us choose the quantity

η(t) = q1(t)+q3(t) (7.18)

as our observable, which is exactly equal to zero at the SPO1 orbit. Following what
was presented in Sect. 7.2, we now study the motion related tothreedifferent initial
conditions as a result of integration over longer and longertimes, during which an
orbit passes through all the different stages depicted in Fig. 7.5. In particular, in
Fig. 7.6(a), we see the surface of section created by the trajectory starting close to
the NNM and integrated up totf = 105 while in the following two panels we see the
same surface of section computed for final integration timesof tf = 107 andtf = 108

respectively. The parameters are the same as in Fig. 7.5.
Clearly, as the integration time increases, orbits starting close to the unstable

SPO1 mode, eventually wander over a more extended part of phase space, covering
gradually all of the energy surface when the integration time is sufficiently large
(e.g.tf = 108).

An important question arises here: Are these behaviors reflected in the statis-
tics associated with these trajectories? The answer to thisquestion is presented in
Figs. 7.6(d)-(f). In particular, Fig. 7.6(d) shows in linear-log scale the numerical
(solid curve),q-Gaussian (dashed curve) and Gaussian (dotted curve) distributions
for the initial condition located closest to SPO1, usingtf = 105, Nic = 104 time win-
dows andM = 10 terms in the computations of the sums. In this case, aq-Gaussian
fitting of the data givesq≈ 2.785 withχ2 ≈ 0.00031. This distribution corresponds
to the surface of section shown in Fig. 7.6(a). If one now increasestf by two orders
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Fig. 7.6 (a) The(q1, p1) surface of section of an orbit integrated up totf = 105 and starting close
to the unstable SPO1 orbit forN = 5 andβ = 1.04 at energyE = 7.4. (b) and (c) are same as
(a) but fortf = 107 andtf = 108 respectively. (d)-(f) Plots in linear-log scale of numerical (solid
curve), ofq-Gaussian (dashed curve) and Gaussian (dotted curve) for theinitial conditions of (a)-
(c) respectively. In particular: (d) is fortf = 105, Nic = 104 andM = 10, (e) fortf = 107, Nic = 105

andM = 1000 terms, and (f) fortf = 108, Nic = 105 andM = 1000 (after [18]).

of magnitude (see panel (f)) usingNic = 105, M = 1000 and performs the same kind
of fit one getsq≈ 2.483 withχ2 ≈ 0.00047.

It is important to emphasize, however, that the lower parts (tails) of the solid
curve distribution of Fig. 7.6(e) are not fitted well by aq-Gaussian. This suggests
that by increasing the integration time, the initial pdf takes a form that may well
be approximated by other types of functions, like e.g. (7.14). This distribution cor-
responds to the surface of section of Fig. 7.6(b). By increasing the time further to
tf = 108 and usingNic = 105 andM = 1000 terms, we observe that the solid curve
of panel (f)is indeed very close to a Gaussian (q≈ 1.05), characterizing the chaotic
regime plotted in the surface of section of Fig. 7.6(c).

Next, the authors of [18] turned to another nonlinear mode ofthe FPU Hamilto-
nian with fixed boundary conditions called the SPO2 mode (see(3.20)). This is a
NNM which keeps every third particle fixed, while the two in between move in exact
out-of-phase motion. What is important about this NNM is that it becomes unstable
at much lower energies (i.e.Eu/N ∝ N−2) compared to SPO1 (Eu/N ∝ N−1) [13],
much like the lowk= 1,2,3, . . . mode periodic orbits connected with the breakdown
of FPU recurrences [97, 66]. Thus, it is expected that near SPO2, orbits will be more
weakly chaotic than SPO1 and hence QSS should persist for longer times. This is
exactly what happens. As Fig. 7.7 clearly shows, the dynamics in a close vicinity
of SPO2 has the features of what we might call “edge of chaos”:Orbits wander in
a regime of very small (positive) LCEs, tracing a kind of “banana”-shaped region
much different than the “figure eight” we had observed near SPO1. Remarkably, the
pdfs in this case (at least up totf = 1010), actually converge to a smooth function,
never deviating towards a Gaussian, as in the QSS of other FPUsystems.
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Fig. 7.7 (a) The(q1, p1) surface of section of an orbit integrated up totf = 1010 starting in the
vicinity of the unstable SPO2 mode. (b) The corresponding four biggest LCEs. (c) Linear-log
scale plot of the numerical (solid curve),q-Gaussian (dashed curve) and Gaussian (dotted curve)
distributions.(d) The solid curve distribution of panel (c) is better fitted by the dashed curve of the
P̃ function of (7.14)(after [18]).

More specifically, let us setN = 5, β = 1, E = 0.5 and choose an orbit located
initially close to the SPO2 solution, which has just turned unstable (atEu≈ 0.4776).
As we can see in Fig. 7.7(a), the dynamics here yields banana-like orbits at least
up to tf = 1010. The weakly chaotic nature of the motion is plainly depictedin
Fig. 7.7(b), where the four positive LCEs are plotted. Note that, although they do
decrease towards zero for a very long time, at abouttf ≈ 109, the largest one of
them tends to converge to a very small value (about 10−8), indicating that the orbit
is chaotic, sticking perhaps to an “edge of chaos” region around SPO2.

In Fig. 7.7(c), the corresponding pdf is plotted at timetf = 1010 (whose shape
does not change aftertf = 107). An extremely long-lasting QSS is formed, whose
distribution is well-fitted by aq-Gaussian withq≈ 2.769 andχ2 ≈ 4.44×10−5. The
“legs” of this distribution away from the center deviate from theq-Gaussian shape,
but remain far from the Gaussian plotted as a dotted curve in the figure. Performing
a similar fitting of our data with the function (7.14), in Fig.7.7(d), as in the case
of Fig. 7.1(d), one finds that the numerical distribution (solid curve) of Fig. 7.7(c)
is better approximated by (7.14) wherea1 ≈ 0.006, aq ≈ 170 andq ≈ 2.82 with
χ2 ≈ 2.06×10−6, compared with theχ2 ≈ 4.44×10−5 obtained by fitting the same
distribution by aq-Gaussian withq≈ 2.769 in Fig. 7.7(c).
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Thus, in “thin” chaotic layers of multi-dimensional Hamiltonian systems with
small positive LCEs it is possible to find non-Gaussian QSS that persist for very
long times as in the SPO2 case. Numerical evidence suggests that in these regimes
chaotic orbits stick for long time intervals to a complex network of islands, where
their statistics is well approximated byq-Gaussian distributions connected with
nonextensive statistical mechanics.

7.5 Chaotic Quasi-stationary States in Area-preserving Maps

Two-dimensional area-preserving maps are excellent models for studying the qual-
itative dynamics of Hamiltonian systems of two degrees of freedom. The Poincaré
maps that we extensively analyzed in Chaps. 2 and 3 are all area-preserving maps.
As such, they generically possess families of invariant closed curves (representing
quasiperiodic orbits), which form complete barriers to allmotion evolving inside
“islands” centered around stable periodic orbits in the 2-dimensional phase space.
At the boundaries of these islands, a complex network of smaller islands and invari-
ant Cantor sets (often called cantori) exists, to which chaotic orbits are observed to
“stick” for very long times. It is here that trajectories often get trapped into QSS
that can be very long-lived. Such phenomena have so far been thoroughly studied in
terms of a number of dynamical mechanisms responsible for chaotic transport (see
e.g. [239, 240, 350]).

It would, therefore, be very natural to wonder: Could we alsostudy the dynamics
in these “sticky” regions using the probabilistic techniques of nonextensive statisti-
cal mechanics? What would pdfs of sums of iterates reveal that would help us under-
stand the complexity of motion in these domains? Will we uncover interesting con-
nections between the “geometry” of phase space dynamics andthe time-evolving
statistics of chaotic orbits, as we did in earlier sections through a similar analysis
of multi-dimensional Hamiltonian systems? As we describe in what follows, it is
indeed possible to find in such “weakly chaotic” domains of area-preserving maps
long-lived QSS, whose pdfs do not rapidly converge to a Gaussian, but pass through
several stages, some of which are very well approximated byq-Gaussian distribu-
tions.

Let us start by recalling a number of studies of such pdfs in 1Dmaps [330, 331,
295, 7], as well as higher-dimensional conservative maps [118], in similar “edge
of chaos” domains, where the MLE either vanishes or is very close to zero. These
studies have already provided ample evidence of the usefulness ofq-Gaussian dis-
tributions, in the context of the CLT. Despite the controversy that some of these
findings have generated [160, 71], it is worth pointing out that for one-dimensional
maps, the situation is a lot clearer. Indeed, as shown convincingly in [331, 336],
when one approaches the critical point of the period-doubling route to chaos taking
into account a proper scaling relation that involves the Feigenbaum constantδ and
the location of the critical point, the pdfs of sums of iterates of the logistic map
are approximated by aq-Gaussian far better than the Lévy distribution proposed in
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[160]. This suggests the need for a more thorough investigation of low-dimensional
maps, within a nonextensive statistical mechanics approach, in whichq-Gaussian
distributions representmetastable states, or QSS of the dynamics [254, 288, 23, 24].

Since we are going to work in the context of the CLT, it is important to note that
such a theorem has been verified for deterministic systems [45, 30, 241]. Attempts to
generalize the CLT have also been published demonstrating that, for certain classes
of strongly correlated random variables, their rescaled sums approach aq-Gaussian
limit distribution [338, 339, 164]. As stated earlier, however, objections have also
been raised by some authors [111, 170, 169], questioning whetherq-Gaussians can
indeed constitute attractors, as in some mathematical models where this was thought
to be the case, other functions were shown to describe the sumdistributions in the
CLT limit.

To understand the situation better, therefore, it is instructive to probe deeper into
the complex dynamics of conservative maps in weakly chaoticdomains and investi-
gate pdfs of rescaled sum ofM iterates, in the largeM limit, and for many different
initial conditions. We will thus be able to shed more light onpossible connections
between “geometric” properties of chaotic regions and their statistics expressed by
pdfs of long-lived QSS in these domains. As shown recently in[296], we will dis-
cover that, in general, asM grows, these pdfs pass from aq-Gaussian to an exponen-
tial form (having a triangular shape in semi-log plots), ultimately tending to become
true Gaussians, as “stickiness” to an ‘edge of chaos’ subsides in favor of more uni-
formly chaotic motion. Still, we will also demonstrate thatthere are cases where the
orbits evolve in such convoluted pathways thatq-Gaussian approximations persist
for as long as it was possible to iterate the equations of motion.

7.5.1 Time-evolving statistics of pdfs in area-preservingmaps

Let us, therefore, consider in what follows 2D maps of the form

xn+1 = f (xn,yn) , yn+1 = g(xn,yn) (7.19)

and treat their chaotic orbits as generators of random variables, as we did for Hamil-
tonian systems earlier in this chapter. We will thus computelong sequences pro-
duced by many initial conditions and examine whether these can be considered as
independent and identically distributed quantities as required by the classical CLT.
In this regard, it is important to recall that the well known CLT assumption about
the independence of identically distributed random variables can be replaced by the
weaker property of asymptotic statistical independence, as shown in [241].

Thus, we may proceed to compute the generalized rescaled sums of one of the
iterates, sayxn of the map (7.19) in the sense of the CLT [45, 30, 241]:

ZM = M−γ
M

∑
n=1

(xn−〈x〉) (7.20)
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where〈·〉 implies averaging over a large number of iterationsM anda large number
of randomly chosen initial conditionsNic. For fully chaotic systemsγ = 1/2 and
the distribution of (7.20) in the limit (M → ∞) is expected to be a Gaussian [241].
Alternatively, however, we may define the non-rescaled variable

zM =
M

∑
n=1

[xn−〈x〉] (7.21)

(absorbing the factorM−γ ) and analyze its pdf normalized by its variance as follows

(see [296] and Sect. 7.2 of this chapter): First, we construct the sumsS( j)
M obtained

by adding iteratesxn (n = 0, . . . ,M) of the map (7.19), where( j) represents the

dependence on the randomly chosen initial conditionsx( j)
0 , with j = 1,2, . . . ,Nic.

Next, we focus on thes( j)
M variables, which are theS( j)

M s centered about their mean
and rescaled by their standard deviationσ , and follow the procedure outlined in
Sect. 7.2, see (7.8).

More specifically, we compute the pdfs ofs( j)
M and plot, in the sections that

follow, the corresponding histograms ofP(s( j)
M ) for sufficiently small increments

(e.g.∆s( j)
M (= 0.05) to smoothen out fine details and analyze their functionalform.

Following [296], we express in our plots the independent variable asz/σ ≡ s( j)
M .

Before proceeding, however, to investigate in detail thesephenomena in a family
of area-preserving maps, we refer the reader to Problem 7.1 below, where he (or she)
is asked to apply the above methodology to a 2D map, which possesses a strange
attractor when it is dissipative and an annular region with complex chaotic dynamics
when it is area-preserving. It is indeed remarkable how the Gaussian that dominates
the statistics in the presence of a strange attractor, yields its place to a different
function, which is well-approximated by aq-Gaussian in the conservative case.

7.5.2 The perturbed MacMillan map

Let us consider the so-called perturbed MacMillan map, introduced in [154] to study
the onset of chaos via Mel’nikov theory, in the form:

{
xn+1 = yn

yn+1 = −xn+2µ yn
1+y2

n
+ ε (yn+βxn)

(7.22)

whereε, β , µ are physically important parameters. Forε = 0, (7.22) is known
to be integrable possessing a simple polynomial invariant that allows it to have a
saddle point at the origin, forµ > 1 (see Exercise 7.1). The Jacobian determinant is
J = 1− εβ , so that (7.22) is area-preserving forβ = 0, and dissipative forεβ > 0.
Here, we only consider the area-preserving caseβ = 0, so that the only relevant
parameters are(ε, µ).
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As discussed in Exercise 7.1, forµ > 1 the unperturbed map possesses a “figure
eight” invariant curve with a self-intersection at the origin that is a fixed point of
saddle type. Forε > 0, the invariant manifolds of this saddle split and a thin chaotic
layer appears surrounding two large islands in the(xn,yn) plane. The MLEL1 for
µ = 1.6 and 0.2≤ ε ≤ 1.8 is found to vary between 0.0875 and 0.03446. By ana-
lyzing the histogram of the normalized sums of (7.20) withinthis chaotic layer for
a wide range of parametersε andµ , we find that, in many cases, the pdfs begin
by being well approximated byq-Gaussians and then turn to exponentials∼ e−k|z|,
whose triangular shape on semi-log plots eventually startsto approach an inverted
parabola representing the Gaussian function. Thus, monitoring chaotic orbits in this
region for increasingly large numbers of iterationsM, we observe the occurrence of
different QSS described by these distributions. One thus obtains some very interest-
ing results, which are described in detail in [296] and are briefly discussed in the
sections that follow.

Let us focus, in particular, on the time-evolving statistics of two examples of the
MacMillan map, which represent respectively: (1) One set ofcases with a “figure
eight” chaotic domain whose distributions pass through a succession of pfds before
converging to an ordinary Gaussian, and (2) a set with more complicated domains
extending around many islands, whereq-Gaussian pdfs dominate the statistics for
very long times and no tendency to a Gaussian is observed.

7.5.2.1 Theε = 0.9, µ = 1.6 class of examples

The caseε = 0.9, µ = 1.6 is a typical example characterized by time-evolving pdfs.
As shown in Fig. 7.8(b), the corresponding phase space plot yields a seemingly
simple chaotic region in the form of a “figure eight”, while the corresponding pdfs
donotconverge to a single distribution, passing from aq-Gaussian-looking function
to an exponential distribution.

Analyzing carefully the time evolution of chaotic orbits inthis example, we ob-
serve that there exist at least three long-lived QSS. In particular, for i = 1, . . . ,M =
216, a QSS is produced whose pdf is close to a pureq = 1.6-Gaussian. Figure 7.9
shows some pdfs for different numbers of iteratesM. Note that these pdfs corre-
spond to a “figure eight” chaotic region that evolves essentially around two large
islands. However, forM > 216, a more complex structure emerges: Iterates stick
around new islands, and a transition is evident fromq-Gaussian to exponentially
decaying pdfs [296].

Clearly, therefore, forε = 0.9 (and other cases withε = 0.2, 1.8) more than one
QSS coexist whose pdfs are well-approximated by a sequence of q-Gaussians. In
fact, for 1018 ≤ M ≤ 221, the central part of the distribution is still well-fitted by
a q-Gaussian withq = 1.6. However, as we continue to iterate the map toM =
223, intermediate states are observed, which are better described by an exponential
distribution. From here on, asM > 223, the central part of the pdfs is close to a
Gaussian and a true Gaussian is expected in the limit (M → ∞). The evolution of
this sequence of successive QSS asM increases is shown in detail in Fig. 7.9.
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7.5.2.2 Theε = 1.2, µ = 1.6 class of examples

Let us now turn to the behavior of theε = 1.2, µ = 1.6 class, whose MLE isL1 ≈
0.05, hence smaller than that of theε = 0.9 case (whereL1 ≈ 0.08). As clearly seen
in Fig. 7.10, a diffusive behavior sets in here that extends outward in phase space,
enveloping a chain of 8 large islands to which the orbits “stick” as the number of
iterations grows toN = 219.

Some representative pdfs of this evolution are seen in Fig. 7.11. In this class
of MacMillan maps, the chaotic domain under study extends around several large
islands and is apparently richer in “stickiness” phenomena. This higher complexity
of the dynamics may very well be the reason why the corresponding chaotic states
possess pdfs that are very well approximated byq-Gaussians withq= 1.6> 1 (see
Fig. 7.11) and persist for extremely large numbers of iterations of the MacMillan
map [296].

Fig. 7.8 (a) Pdfs of the renormalized sums ofM iterates of the MacMillan map (7.22), forε = 0.9,
µ = 1.6, M ≤ 216 andNic initial conditions randomly chosen within a square(0,10−6)× (0,10−6)
about the origin. (b) Phase space plot forM = 216 (after [296]).

Exercises

Exercise 7.1.Consider the perturbed MacMillan map (7.22) of Sect. 7.5.1.
(a) Prove that it is integrable forε = 0, by demonstrating that it possesses the

polynomial invariantI(xn,yn) = x2
ny2

n+x2
n+y2

n−2µxnyn. Investigate the form of the
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Fig. 7.9 Detailed evolution of the pdfs of the MacMillan map forε = 0.9, µ = 1.6, asM increases
from 212 to 226, respectively (after [296]).

invariant curves foliating the plane for different values of µ and show that when
|µ |> 1 the origin is a saddle point. In what way is the dynamics forµ > 1 different
from µ <−1?
(b) Locate the stable and unstable manifolds of the linearized equations about the
origin, for µ = 1.6 andε = 0.001. Now follow them numerically in the full 2-
dimensional plane starting with many initial conditions placed densely on these
manifolds, very close to (0,0). Begin withβ = 0 and plot the intersections of the
manifolds, delineating the “figure eight” region that you observe numerically at the
central part of the plane. Increasing by small steps the value ofβ , can you locate nu-
merically the critical valueβc beyond which the manifolds cease to intersect? Hint:
This phenomenon ofhomoclinic tangencyin 2-dimensional mappings is discussed
in [154].

Problems

Problem 7.1.Consider the example of the Ikeda map [144]
{

xn+1 = R+u(xncosτ − ynsinτ)
yn+1 = u(xnsinτ + yncosτ) (7.23)

whereτ =C1−C2/(1+x2
n+y2

n), R, u,C1,C2 are free parameters. Its Jacobian deter-
minant isJ(R,u,τ) = u2, hence (7.23) is dissipative for|u|< 1 and area-preserving
for |u|= 1.
(a) Fix the values ofC1 = 0.4,C2 = 6 andR= 1 and show by plotting the iterates of
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Fig. 7.10 Structure of phase space plots of the MacMillan map (7.22) for parameter valuesε = 1.2
and µ = 1.6, starting from a random set of initial conditions chosen randomly within a square
(0,10−6)× (0,10−6) about the origin and iterating the mapM times (after [296]).

(7.23) in the(xn,yn) plane that, foru= 0.9, all orbits converge on a strange attrac-
tor. Now setu= 1 and demonstrate numerically the existence of a chaotic annular
region surrounding a central domain about the origin, inside which the motion is
predominantly quasiperiodic.
(b) Write a code implementing the procedure outlined in Sect. 7.5.1 and evaluate

pdfs of the normalized variabless( j)
M for the parameter valuesu= 0.9, 1, for a high

number of iterationsM and a large number of initial conditionsNic. Thus, show that
the pdf of the strange attractor of the Ikeda map can be well fitted by a Gaussian.
(c) Consider now the area-preserving caseu = 1, and select initial conditions in
the outer chaotic annulus surrounding the origin. Show thatin this case the pdfs
do not converge to a Gaussian, but to a very different function, whose central part
is well-fitted by aq-Gaussian withq= 5.3, even for very largeM. Can you detect
any dynamical features on the boundary of this annular region that might justify its
characterization as an “edge of chaos” regime?

Problem 7.2.It is possible to extend the study of Sect. 7.5 to higher dimensional
conservative maps and obtain results on their chaotic QSS and complex statistics.
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Fig. 7.11 Pdfs of the normalized sums ofM iterates of the MacMillan map (7.22) for parameter
valuesε = 1.2 andµ = 1.6, M = 218, 219 and 220. Note the apparent convegence to aq(= 1.6)-
Gaussian, due to the complicated dynamics around the large islands of Fig. 7.10 (after [296]).

One such example is a 4D symplectic mapping model of accelerator dynamics [55,
61]. After some appropriate scaling, the equations of this map can be written as
follows {

xn+1 = 2cxxn− xn−1−ρx2
n+ y2

n
yn+1 = 2cyyn− yn−1+2xnyn

(7.24)

whereρ = βxsx/βysy, cx,y ≡ cos(2πqx,y) andsx,y ≡ sin(2πqx,y), qx,y are the so-called
betatron frequencies andβx,y are the betatron functions of the accelerator. Following
[55], setqx = 0.21,qy = 0.24 and assume thatβx,y are proportional toq−1

x,y .
(a) Investigate weak diffusive phenomena in they-direction of the 4-dimensional
phase space, as follows: Start by verifying first that fory1 = y0 = 0 the point
(x0,x1) = (−0.0049,−0.5329) is located within a thin chaotic layer surrounding 5
large islands in the(xn,xn−1) plane. Then, keeping the same(x0,x1), choose(y1,y0)
very close to zero and observe the evolution of theyns, indicating the growth of
the beam in the vertical direction as the number of iterations M increases. Plot the
projections of the iterates separately on the(xn,xn+1) and(yn,yn+1) planes.

(b) Write a code to evaluate the pdfs associated with these orbits, following the
procedure outlined in Sect. 7.5.1. Starting always with thesame(x0,x1), use differ-
ent initial values fory0 (y1 = 0) to compute pdfs of the normalized sums of iterates
of theyn-variable. Show that, just as in the case of 2-dimensional maps, these distri-
butions are initially of theq-Gaussian type, evolving into exponential distributions
and finally turning into Gaussians. Note, for example, that one such QSS with a
maximum amplitude of about 0.00001 is apparent up toM = 219, when its ampli-
tude is suddenlytripled in they-direction.
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(c) Demonstrate that the closer one starts toy0 = y1 = 0 the more the resulting
pdf resembles aq-Gaussian, while the larger they0,y1 values the faster the pdfs tend
towards a Gaussian-like shape.



Chapter 8
Conclusions, open problems and future outlook

Abstract The final chapter first summarizes and discusses the main conclusions
described in the book. We then list a number of open problems,which we feel should
be further pursued in continuation of what we have presentedin earlier chapters. We
start with some recent results that extend the mathematicaltheory of integrability
from the viewpoint of singularity analysis and continue with some directions that
further develop the topics of nonlinear normal modes, localization, diffusion and
the complex statistical properties of nonlinear lattices.Finally, regarding the future
outlook of research in Hamiltonian dynamics, we briefly review three topics of great
current interest that were not treated in the book, but are extremely important in
view of their far-reaching experimental applications: (i)anomalous heat conduction
and the discovery of mechanisms that control heat flow based on the dynamics of
Hamiltonian lattices, (ii) soliton dynamics in nonlinear photonic structures and (iii)
kinetic theory of Hamiltonian systems with applications toplasma physics.

8.1 Conclusions

One important feature that characterizes the Hamiltonian systems treated in these
lectures is their relevance to specific physical applications. The state of complete or-
der, expressed mathematically by the property of integrability (see Chap. 2) has puz-
zled researchers since the times of Poincaré and Kowalevskaya at the turn of the 20th
century. Despite the great activity inspired by the work of Painlevé, from the early
1900s until today [101], very few examples have been found that are completely
ordered, possessing a full set of integrals. On the other hand, the celebrated KAM
theorem of the 1960s and Nekhoroshev’s work on the stabilityof near-integrable
Hamiltonian systems [259] demonstrated that close to complete order there is a vast
number of physically important examples (the solar system being the most famous),
whose behavior isgloballyordered for “most” initial conditions in phase space and
exponentially long intervals in time.

141



142 8 Conclusions, open problems and future outlook

What happens then as one departs from integrability by varying the system’s
parameters, or waits patiently to find out whether certain weakly chaotic orbits will
reach an equilibrium state, where all fundamental modes share the same energy?
The fundamental modes we speak of here are none other than theNNMs of Chap. 3
and Chap. 4, formed by the continuation of the linear normal modes of harmonic
oscillator systems with nearest-neighbor interactions. NNMs play a very important
role in the study of local and global stability of Hamiltonian dynamics. They have
been especially helpful in the investigation of the approach to “thermal” equilibrium
in Hamiltonian lattices ever since the discovery of FPU recurrences by Fermi, Pasta
and Ulam in the mid 1950s [75], which remains to this day a topic of great research
interest, as discussed in Chap. 5.

We have discussed extensively local dynamic indicators widely used in distin-
guishing ordered from chaotic dynamics. More specifically,we have emphasized
the topic of variational equations and tangent dynamics of areference orbit and fo-
cuses on a set of particularly efficient indices called SALI and GALI, which utilize
more than one variational vector to identify the nature of the orbit Our main con-
clusion here is that the GALI method is indeed superior to most other similar tools
used in the literature for several reasons: First, it detects chaotic behavior faster than
other methods, due to the exponential decay of the GALIks observed more rapidly
in the plots of the higherk indices. It is also perhaps the only method that can deter-
mine the dimensionality of a torus of quasiperiodic motion and accurately predict
its destabilization threshold.

One of the most important issues to which the GALI method applies is the break-
down of FPU recurrences that constitutes the main theme of the results described in
Chap. 5. In that chapter, we approach the problem of FPU recurrences for the view-
point of localization in Fourier (or modalq) space. Using techniques of Poincaré-
Linstedt perturbation theory combined with ample numerical evidence, we demon-
strate that FPU recurrences can be understood in terms ofq-tori which reconcile the
approach ofq-breathers [131, 132] with of the “natural packet” scenarioproposed
in [38, 39]. Since these recurrences are related to the presence of stableq tori, the
GALI method can be invoked to determine conditions under which q tori become
unstable. This leads to a weakly diffusive motion of nearby orbits and eventually to
the collapse of recurrences and the onset of energy equipartition in the FPU lattice.

These topics are closely related to the phenomena of localization and diffusion
discussed in Chap. 6, this time in configuration (rather thanFourier) space. In-
deed, the surprising occurrence of localized oscillationsin nonlinear Hamiltonian
lattices, pointed out as early as 1988 [309] and studied profusely in the literature
ever since, has severe consequences for energy transport and diffusive processes
arising in a multitude of applications, like Josephson junction networks, nonlinear
optical waveguide arrays, BoseEinstein condensates and antiferromagnetic layered
structures [129]. Furthermore, the breakdown of localization due to disorder and the
associated diffusive spread of wavepackets is at present a subject of intense investi-
gation [134, 320], in view of their many applications to light propagation in spatially
random nonlinear optical media and related Bose-Einstein condensate phenomena.
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Finally, we come to the remarkably complex statistical distributions of weakly
chaotic motion in Hamiltonian systems discussed at length in Chap. 7. As with
complete order, it turns out that complete disorder is also an exception in Hamil-
tonian dynamics. Widespread global chaos, giving rise to Gaussian pdfs accord-
ing to BG statistics, is known to prevail in the so-called Anosov or Sinai systems
[11, 12, 310, 311] characterized by completely chaotic motion, such as elastic par-
ticles in a box or a periodic array of scatterers, motion on surfaces of everywhere
negative curvature, etc. To be sure, Gaussian pdfs and BG statistics were also discov-
ered by many researchers in large scale chaotic regions featured in mixed systems,
where domains of order and chaos coexist.

Complexity is manifested in domains of weak chaos, near the boundaries of or-
dered motion or in cases where stable periodic motion first destabilizes as the total
energy is increased. It is there that we find “thin layers” of chaotic orbits, whose pdfs
in the sense of the Central Limit Theorem donot converge to Gaussians, even after
very long times. It is in these cases where complex statistics arises associated with
what we have called metastable or quasistationary states inChap. 7. Remarkably
enough, our investigations of these QSS share many common features with anal-
ogous studies of dynamical systems characterized by long range interactions and
strongly correlated motion [335].

The pdfs of sums of variables associated with this type of QSSare found to be
very well described by a class of functions calledq-Gaussians related to the notions
of Tsallis’ entropy and nonextensive statistical mechanics, where the indexq satis-
fies 1< q< 3 andq= 1 corresponds to the Gaussian distribution. A detailed numeri-
cal analysis of these pdfs demonstrates that their occurrence is far from rare. Indeed,
in many of the physically important Hamiltonian systems explored in this way, we
have discovered that these QSS are closely connected to energy equipartition in one-
dimensional lattices, dynamical transitions in a microplasma Hamiltonian and other
related phenomena [18]. Particularly with regard to the characterization of energy
transport and diffusion in Hamiltonian lattices, it would be of crucial importance to
use the indexq as a measure of how far our pdfs lie from the Gaussian equilibrium
state of BG statistical mechanics.

8.2 Open Problems

I would like to close this set of lectures by mentioning a number of open prob-
lems, which we feel should be pursued, firstly because this will advance our knowl-
edge and expertise in the field of Hamiltonian systems. More importantly, however,
progress in these issues will most likely provide answers topresent day questions of
great physical concern. Naturally, our point of departure will be the topics we have
presented in these lectures and hence the list of problems outlined below is far from
being comprehensive. Nevertheless, even in this limited context, we believe that the
reader will find our problems interesting enough to try them based on the methods
and information contained in the present volume.
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8.2.1 Singularity analysis: Where Mathematics meets Physics

As we have seen in Chap. 2, the topic of integrability has beenof great interest in
the study of Hamiltonian systems for centuries. One of the reasons, of course, is that
in this way one could study models, where the dynamics is perfectly ordered and
understood. As the integrable examples, however, turned out to be a precious few,
many physicists were discouraged and integrability gradually became a favourite
playground for mathematicians. This situation was drastically changed in the late
1960s, when soliton equations were discovered, which were not only physically
interesting [355] but could also be solved analytically by the method of Inverse
Scattering Transforms (see e.g. [2, 3]). In this way, the abundance of applications
of soliton equations in water waves, nonlinear optics, Josephson junctions and even
field theory has kept the subject of integrable PDEs alive forthe past forty years.

Such was not the case, however, with integrable systems of ODEs describing
Hamiltonian dynamics. After the celebrated discovery of the Toda lattice [332] and
the Ablowitz-Ladik model [4], the search for integrable Hamiltonian systems did
not produce many physically interesting examples [62]. Despite a thorough explo-
ration using the tools of Painlevé analysis [101, 282] the harvest of new integrable
Hamiltonians has not been particularly satisfying.

Nevertheless, an interesting conclusion did arise concerning the case ofnear-
integrableHamiltonians, where the Painlevé requirement allowing only poles as
movable singularities was lifted andmulti-valuedsolutions emerged in the complex
domain. Ziglin’s theory of non-integrability [155] showedthat small perturbations
of a Painlevé integrable system producedinfinitely branchedsolutions, typically
containing logarithmic singularities. More importantly,however, the coefficients of
the logarithmic terms in the singular expansions were shownto be related to the
Mel’nikov integral [163], which is known to provide an estimate of the width of the
chaotic layer in nearly-integrable systems [155, 290, 291].

The next question, of course, is what happens when the solutions of a Hamil-
tonian system are locallyfinitely branched. As was demonstrated in a number of
papers [53, 116, 135], local finite branching isnot sufficient to ensure integrability.
It is important that the global Riemann surface befinitely sheeted. What often hap-
pens in non-integrable systems is that, as one repeatedly integrates along a closed
loop in the complex time plane, new singularities appear, which preclude the return
to the initial values and produce an infinitely sheeted solution surface, even though
each singularity isby itself finitely branched. Every time a system of ODEs with
finitely branched singularities turned out to also possess afinitely sheeted Riemann
surface, a known integrable system was recovered which can be transformed to one
that has the full Painlevé property after appropriate variable transformations [155].

Thus, an open problem is to discover new integrable ODEs, whose solutions are
locally finitely branched with a finitely sheeted Riemann surface, but which has not
yet been identified by the Painlevé analysis. An attempt in that direction was made in
[135] in the framework of perturbation theory. Unfortunately, in all the cases tried,
the finitely sheeted property established at first order was not preserved at higher
orders.
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A related problem is to connect the structure of the finitely sheeted Riemann
surface of the solutions of a problem with finetely branched singularities to the
dynamical propertiesof the orbits. An interesting start in this direction was made in
[72, 73], where an integrable model of this type was analysedand certain remarkable
properties of its solutions (such as the isochrony of its periodic orbits) were found to
be related quantitatively to the structure of its Riemann surface. A next step might
be to vary slightly the parameters of the model and investigate the onset of chaotic
motions in connection with changes in the geometry of the Riemann surface.

8.2.2 Nonlinear normal modes, quasiperiodicity and localization

Let us recall that in Chap. 3 the problem of stability of motion was approached
starting from certain very simple periodic solutions ofN dof Hamiltonians like the
FPU−β 1-dimensional lattice, under periodic and fixed boundary conditions. One
reason for proceeding in this way is the fact that these periodic solutions are ex-
pressed in terms of known functions and the study of their (linear) stability leads to
the analysis of a single second order ODE of the Lamé type.

Concerning in particular the solutions called SPO1 (3.19) and SPO2 (3.20) of
the FPU-β model under fixed boundary conditions, we observed in Sec. 3.2 that
SPO1 destabilizes at much higher energies than SPO2. In fact, the destabilization
threshold of SPO2 as a function of the number of particlesN was seen to follow
the law (3.23),Ec ∝ N−2, derived in [131] for the lowq= 1,2,3, .. modes, where
q numbers the NNM continuations of the linear modes of the system. And yet our
SPO2 solution corresponds to a much higher mode withq= 2(N+1)/3! Why is that
so? How can the instability threshold of such a high mode–even in its asymptotic
form–coincide with the one satisfied by the lowq modes? We do not know.

The SPO1 solution on the other hand, is identified with theq= (N+1)/2 mode
and satisfies a very different asymptotic destabilization law of the formEc ∝ N−1.
The open question, therefore, is: What is the theory that governs the stability of the
higherq NNMs asN→ ∞? We do not speak here of course of thehighest qmodes at
the right end of the spectrum (q= ...N−2,N−1,N), for which the analysis is very
similar to that of the lowest ones, at least for the FPU-β chain under fixed boundary
conditions.

It is well-known, after all, that most studies carried out todate on the stability of
NNMs in these FPU lattices concern the lowq modes, since they are the ones that
play the main role in the phenomenon of FPU recurrences (see Chap. 5). What then
is the significance of the higher modes? Are they responsiblefor some other phys-
ically important phenomenon? Does their instability threshold obey an asymptotic
law different than those we have mentioned so far and what is the deeper meaning
of these laws? Again we don’t know.

One way to approach this problem, at least for the case of periodic boundary
conditions is provided by the theory and results of Chap. 4 (see e.g. Sec. 4.4.2). In
that theory, symmetry properties of the equations of motionare exploited to form
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bushesof orbits consisting of linear combinations of fundamentalNNMs. Studying
then the interactions among the modes belonging to each bush, it is possible to
study analytically the linear stability of the bush itself,which generally represents
a quasiperiodic solution of the system whose frequencies are those of the modes
participating in the bush. Thus, it becomes possible to explore stability properties of
these Hamiltonians more globally, as has been done e.g. in [90, 85] (see a review of
this approach in [66]).

An open problem, therefore, is to combine the results of the bush theory with
the study of stability of low-dimensional tori (calledq-tori) discussed in Chap. 5 to
investigate more deeply the phenomenon of FPU recurrences.This effort may meet
with limited success for lattices with fixed boundaries, dueto the small number
of symmetries present in that case. Our suggestion, therefore, is to study the FPU
recurrence problem forperiodicboundary conditions from the point of view of bush
theory and compare the results with theq-tori approach of Chap. 5. Note that care
must be taken to deal with the two-fold degeneracy of the linear spectrum in periodic
models, which modifies somewhat the analysis of the recurrence problem [275].

Let us now come to the question of stability of tori of quasiperiodic motion and its
connection with the phenomenon of localization in nonlinear lattices. As the reader
recalls, in Chap. 5 we interpreted the phenomenon of FPU recurrences as a result
of localization in the Fouriermodalspace and studied in Sec. 5.3.1 the stability of
the associatedq-tori using the GALI method of Chap. 3. What about localization
in configurationspace as exemplified e.g. by the occurrence of discrete breathers,
like those investigated in Chap. 6? Do we also find low-dimensional tori in their
neighborhood?

In [65] this question was answered affirmatively in the case of a lattice model
described by the Hamiltonian

H(t) =
N

∑
n=1

{1
2

ẋ2
n+

1
2
[1− ε cos(ωdt)]x2

n−
1
4

x4
n+

K
4
(xn+1− xn)

4}, (8.1)

in which harmonic nearest-neighbor interactions are absent and a periodic forcing
term has been added with amplitudeε and frequencyωd. This Hamiltonian was
studied in detail in [244], where among other phenomena chaotic breathers were
also observed that remain localized on a small number of sites for very long times.
As was explicitly shown in [65] via the GALI criterion, in theneighborhood of
certain fundamental discrete breathers of (8.1), low-dimensional tori are seen to
exist, which become unstable as the parameters of the problem are varied.

The following question arises therefore: Do these localization phenomena de-
pend on the fact that (8.1) isfreefrom linear modes that can destroy localized oscil-
lations through resonances with the phonon spectrum? It would be very interesting
to investigate this question by adding to the above Hamiltonian a harmonic part of
the form∑N

n=1{ L
2(xn+1−xn)

2}, and slowly varyL≥ 0 to determine how these terms
affect the behavior of the dynamics.

Another class of models that one can study in connection withHamiltonian dy-
namics aresymplectic maps, which are numerically far easier to explore and arise
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in many physical applications [43, 51, 59, 183, 247, 272]. Thus, it might be quite
illuminating to represent each oscillator by a 2-dimensional symplectic map (e.g.
of the standard map type [139, 217, 249]) and consider a one-dimensional “lattice”
formed byN such maps coupled by nearest neighbor interactions as follows

x j
n+1 = x j

n+ y j
n+1, (8.2)

y j
n+1 = y j

n+
K j

2π
sin(2πx j

n)−
β
2π

{sin[2π(x j+1
n − x j

n)]+ sin[2π(x j−1
n − x j

n)]}

where j = 1, ...,N, β is the coupling parameter between the maps and fixed bound-
ary conditionsx0 = xN+1 = 0 are assumed.

This model was investigated in [65], where it was demonstrated numerically that
it does possess discrete breather solutions, around which low-dimensional tori can
be identified, as long as the discrete breather is stable. Furthermore, changing to lin-
ear normal mode coordinates, in which the linear parts of themaps are uncoupled,
it is easy to show that when the energy is placed initially ins= 1,2,3, ..., of these
modes, and the parameterβ is small enough, FPU-like recurrences arise, accompa-
nied by the presence ofs-dimensional tori, just as we found in the FPU Hamiltonian
models. Furthermore, the stability of these tori and the breakdown of recurrences as
β increases can also be accurately monitored using the GALI method [65].

It would, therefore, be very interesting to extend these studies and investigate in
greater detail dynamical phenomena in coupled standard maps, rather than pursuing
them on Hamiltonian lattices, which is computationally farmore time-consuming.
For example, it would be very interesting to impose periodicboundary conditions
to the coupled map system (8.2) and try to understand its bushes of orbits, FPU type
recurrences and their effect on the onset of energy equipartition in such models.

Finally, it is important to mention certain open questions related with the sta-
bility of discrete breathers in Hamiltonian lattices. For instance, why is it thatsim-
ple breathers (exhibiting only one exponentially localized central maximum) are so
frequently found to be stable under small perturbations? More specifically, let us
consider multibreathers, which represent localized oscillations with more than one
major maximum (or minimum) and compute all of them for a 1-dimensional lattice
of N particles with harmonic nearest neighbor interactions andquartic on-site po-
tential, using homoclinic orbit methods [40, 42, 43]. Why isit that most of them are
found to beunstableunder small changes of their initial conditions [41]?

8.2.3 Diffusion, quasi-stationary states and complex statistics

And now we come to one of the most engaging aspects of complex Hamiltonian dy-
namics, which concerns the phenomenon of diffusion, by which we mean slow and
gradual transport of energy in weakly chaotic domains. Thistransport concerns ei-
ther modes in Fourier space, as we found out while studying the breakdown of FPU
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recurrences in Chap. 5, or particle motion in configuration space, resulting from
the breakdown of localized disturbances in disordered lattices, as we discovered in
Sec. 6.4.2.

This brings us to an important question regarding diffusionin 1-dimensional
Hamiltonian lattices in the presence of disorder: What happens if nonlinearity is
introduced to the system? How can we understand its effect onthe localization
properties of wave packets in disordered systems? This challenging problem has
been investigated in recent years by many researchers [255,274, 205, 134, 320,
341, 257, 147, 315, 127, 213, 342, 256, 258, 48, 49]. Most of these papers con-
sider the evolution of an initially localized wave packet and show that wave packets
spread subdiffusively for sufficiently strong nonlinearities.

On the other hand, if the nonlinearities are weak enough, wave packets appear
to be frozen, in the sense of Anderson localization, at leastfor finite integration
times. In fact, an alternative interpretation regarding wave packet evolution has been
conjectured in [181] claiming that these states may be localized on some KAM
torus forinfinite times! Which of these interpretations is correct? Do wave packets
continue to spread subdiffusively in some weakly chaotic domain for all time, or do
they eventually settle down on a finite (or infinite) dimensional torus?

We suggest here that this question may also be studied by astatisticalapproach,
similar to the one we have described in Chap. 7. As we have explained in that chap-
ter, chaotic orbits in weakly chaotic domains of multi-dimensional Hamiltonian sys-
tems are often seen to form QSS that are extremely long lived.This is exemplified
by pdfs of sums of their variables, which, in the sense of the CLT, do not converge
to Gaussians, but are well-described by a class of so-calledq-Gaussian functions,
whose index lies in the interval 1< q< 3 and tends toq= 1 when the QSS reaches
the Gaussian state of strong chaos.

An interesting open problem, therefore, may be formulated as follows: Consider
the QSS formed by the spreading of a wave packet resulting from the delocalization
of a central excitation in a disordered KG or DNLS 1-dimensional lattice. Evaluate
the sum of the position coordinates of their particles and study the time evolution
of its normalized pdf as it evolves in a presumably weakly chaotic region of phase
space. In the event that this pdf is well approximated by aq-Gaussian, estimate
the indexq and plot its behavior as a function of time. If its values showa ten-
dency to approachq= 1 as time progresses then the process can be characterized as
chaotic diffusion, while if theq values remain far from unity for all time, this would
constitute evidence that the dynamics eventually “sticks”to the boundary of some
high-dimensional torus of the system.

Where else in the multi-dimensional phase space can one find weakly chaotic
regimes, where similar QSS phenomena are observed? Are these important enough
physically to justify the use of nonextensive statistical mechanics to characterize the
dynamics in the corresponding regimes? One such possibility already mentioned
above concerns the spreading of wave packets in disordered nonlinear lattices. An-
other one refers to the role ofq-Gaussian approximations of pdfs for chaotic or-
bits associated with the breakdown of recurrences in the FPU-α model, which was
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recently studied in [19]. Are there any other examples of Hamiltonian dynamics,
where this type of complex statistics might be relevant?

8.3 Future Outlook

8.3.1 Anomalous heat conduction and control of heat flow

The problem of heat conduction in dielectric crystals has been an important issue in
mathematical physics for many years. The first celebrated approach to this problem
is due to none other than Rudolf Peierls (1907–1905), who proposed in the 1930s an
explanation based on the fundamental assumption that the nonlinearity of phonon
interactions can lead to a state of thermal equilibrium, at which normal diffusion
can occur with constant heat conductivity [267].

Ever since the famous FPU experiments of the 1950s, however,there has been an
impressive amount of analytical and numerical work by many authors, who showed
on a wide variety of lattice models that nonlinearity isnotsufficient to ensure energy
equipartition between the phonon modes and normal thermal conduction. Indeed,
even in cases where normal heat conductivity was observed, the heat conduction
coefficient often depends strongly on the model and differs significantly from what
is measured in actual physical experiments [222].

As noted by Casati and Li in [79], 1-dimensional FPU latticesexhibit anomalous
heat conduction, whose thermal conductivity coefficientκ is found to diverge with
the system sizeL asκ ∼ L2/5, while when transverse motions are included in the
model one findsκ ∼ L1/3 [346]. In fact, a simple formula has been proposed relating
heat conductivity with anomalous diffusion in a one dimensional system [227], as
follows: Let us recall that Fourier’s law of heat conductionstates that the heat flux
j is proportional to the temperature gradient∇T as

j =−κ∇T, (8.3)

this implies thatj is independentof the size of the system. Denoting energy diffusion
by<σ2 >=2Dtα , (0<α ≦ 2), it has been demonstrated in [227] thatκ ∝ Lβ , with
β = 2−2/α!

This latter relation, corresponding to subdiffusion forα < 1 and superdiffusion
for α > 1, was found to be in good agreement with many results available from
1-dimensional lattices, as well as existing data from many physical systems [79].
On the other hand, the situation regarding the divergence ofthe conductivity coeffi-
cient with system size in 2 and 3 spatial dimensional FPU models is still a topic of
ongoing investigation [223, 305].

In another series of studies, researchers considered the possibility of actually
being able tocontrol the heat flow, in a variety of 1-dimensional nonlinear lattices.
Based on a model proposed in [329], in which heat was numerically shown to flow
in one preferential direction, Li, Wang and Casati [228] considered an improved
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version described by the Hamiltonian

H =
N

∑
i=1

(
p2

i

2m
+

1
2

k(xi − xi+1−a)2− V
(2π)2cos(2πxi)

)
, (8.4)

and divided the corresponding lattice in three parts: On theleft part (L) the particles
are assigned a spring constantk= kL and on site parameterV =VL, while on the right
part (R)k= kR = λkL andV =VR= λVL. The two ends of the lattice are connected
to heat reservoirs at temperaturesT = TL = T0(1+∆), T = TR = T0(1−∆) and in
the middle part of the lattice the spring constant was set tok= kint . Fixing now the
values ofa= m= 1, VL = 5, kL = 1, one may adjust the parameters∆ ,λ ,kint ,T0

and plot the heat current as a function of∆ for different values ofT0.
As is well-known, (8.4) is the Hamiltonian of the Frenkel-Kontorova model,

which has been shown to exhibit normal heat conduction [175]in the homogeneous
casekL = kint = kR = k,VL = VR = V. However, settingkint = 0.05,λ = 0.2 and
N = 100 a remarkable phenomenon was observed: For∆ > 0 the heat currentj+
was found to increase with∆ , while in the region∆ < 0 the heat currentj− is almost
zero, implying that the system behaves as a thermal insulator! In fact, by increasing
the value ofT0 = 0.05,0.07,0.09 the rectifying efficiency, defined as| j+/ j−| can
increase by as much as a few hundred times [228]!

Thus the study of these models has opened up the way for a multitude of ap-
plications of great importance such the designing of novel thermal materials and
devices like thermal rectifiers [329, 228] and thermal transistors [233]. Indeed, the
possibility of building such devices has been demonstratedin many laboratory ex-
periments [81, 273, 351, 195], whose discoveries may eventually lead to practically
useful products.

8.3.2 Complex soliton dynamics in nonlinear photonic structures

The behavior of light in media with nonlinear optical response is one more topic of
intense research interest, where Hamiltonian dynamics is involved. The main reason
for this is the fact that nonlinear effects in light propagation such as self-localization
and nonlinear interactions have far-reaching technological applications in optical
telecommunications, medicine and biotechnology. The invention of the laser along
with recent developments in material science and the adventof novel nonlinear op-
tical materials have led to an explosion of experimental andtheoretical studies in
nonlinear optics. More specifically, nonlinear effects in optical devices and the com-
plexity of the associated wave dynamics have been recognized as effective potential
mechanisms for light control.

One of the most fundamental phenomena in nonlinear optical wave propagation
is the self-trapping of spatially localized beams, resulting from the balance between
diffraction and nonlinearity. The concept of the soliton, as a solitary wave which
remains intact under mutual interactions (see Sec. 5.1.1),has played a crucial role
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in the development of nonlinear optics [333, 194]. Solitonsare obtained as solutions
of PDEs corresponding to infinite-dimensional integrable Hamiltonian systems and
are remarkably robust under small perturbations [2, 3]. In the context of nonlin-
ear optics, wave propagation is accurately modeled by the Nonlinear Schŕ’odinger
Equation (NLS) under the so-called paraxial approximation[218].

Integrability, however, as we have so often said, is the exception. Once spatial
inhomogeneitiesare allowed in the system the equations describing wave propaga-
tion become non-integrable due to symmetry breaking. This excludes the existence
of pure solitons in the strict mathematical sense, but givesrise to the occurrence of a
plethora of solitary waves, which do not have a counterpart in the homogeneous case
[94, 219, 185, 186]. More importantly, it results in complexand interesting wave
dynamics, allowing for the control and routing of light beams. For example, an un-
stable stationary solution could evolve into a stable one under certain circumstances,
providing a transition phenomenon with many potential applications. Furthermore,
many studies have shown that different types of inhomogeneity can be very useful
for designing photonic structures having desirable features and properties.

Now, wave propagation of the electric field variableu= u(z,x) in an inhomoge-
neous medium with Kerr-type nonlinearity is described by the perturbed NLS

i
∂u
∂z

+
∂ 2u
∂x2 +2|u|2u+ ε

[
∆n0(x,z)+∆n2(x,z)|u|2

]
u= 0 (8.5)

wherez andx are the normalized propagation distance and transverse coordinate
respectively and the potential functions∆ni(x,z), i = 0,2 model the spatial vari-
ation of the linear and nonlinear refractive indices. The dimensionless parameter
ε indicates the strength of the potential and is “small” for relatively weakly inho-
mogeneous media, which is the case of interest in technological applications. The
functions∆ni(x,z), i = 0,2 can be either periodic or nonperiodic inx andz.

As is well-known, the unperturbed NLS ((8.5) withε = 0), has a fundamental
soliton solution of the form

u(x,z) = Asech[A(x− x0)]e
i( v

2x+2σ) (8.6)

wherex0 = x0(z) = vz, σ =σ(z) =−zv2/8+zA2/2,A is the amplitude or the inverse
width of the soliton solution,x0 is its center (called “center of mass” due to an
analogy between solitons and particles),v the constant velocity, andσ the nonlinear
phase shift.

The longitudinal evolution of the centerx0 under the lattice perturbation is ob-
tained by applying the effective-particle method [193]. According to this method
one assumes that the functional form as well as other properties of the soliton (width,
power) are conserved in the case of the weakly perturbed NLS.This assumption
has to be verified, however, through numerical integration of Eq. (8.5) at least to a
good approximation. The motion of the centerx0 is equivalent to the motion of a
particle with massm≡ ∫ |u|2dx= 2A under the influence of an effective potential
Ve f f(x0,z) = 2ε

∫ [
∆n0(x,z)+∆n2(x,z)|u(x;x0)|2

]
|u(x;x0)|2dxand is described by

the nonautonomous Hamiltonian
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H =
mv2

2
+Ve f f(x0,z) (8.7)

wherez is considered as ”time” andv = ẋ0 (the dot denotes differentiation with
respect toz) is the velocity of the soliton’s “center of mass”.

In the case of zero longitudinal modulation (∂Ve f f/∂z= 0) the system is in-
tegrable and soliton dynamics is completely determined by the form of thez-
independent effective potential. Stable and unstable solitons can be formed at the
minima and maxima of the effective potential, while solitons can also be either
trapped between two maxima of the effective potential or reflected by potential bar-
riers.

The presence of an explicitzdependence in the effective potential (∂Ve f f/∂z 6= 0)
results in the nonintegrability of the Hamiltonian system which describes the soliton
motion and allows for a plethora of qualitatively differentsoliton evolution scenar-
ios. The corresponding richness and complexity of soliton dynamics opens a large
range of possibilities for interesting applications wherethe underlying inhomogene-
ity results in advanced functionality of the medium. Nonintegrability results in the
destruction of the heteroclinic orbit (separating trappedfrom travelling solitons),
allowing for dynamical trapping and detrapping of solitons.

Thus, the study of soliton dynamics in complex photonic structures is a chal-
lenging research direction, as it promises to provide lightcontrol functionality in
appropriately designed media with numerous technologicalapplications. It is a typ-
ical case of a field where complexity opens new possibilitieswith significant tech-
nological advantage, and where the concepts and methods of Hamiltonian dynamics
provide excellent tools for understanding and designing practical systems with de-
sirable properties.

8.3.3 Kinetic theory of Hamiltonian systems and applications to
plasma physics

The phase space evolution of particle distribution functions of non-integrable Hamil-
tonian systems is usually described by aquasilinear theoryleading to an action dif-
fusion equation, in which the perturbation terms are taken into account through a
diffusion operatorD that generally depends on both space and time [340, 117]. This
diffusion equation may be derived starting with the Fokker Planck equation

∂F
∂ t

=− ∂
∂J

(VF)+
1
2

∂ 2

∂ 2J
(DF), (8.8)

whereJ is the action variable inx,y,z space. Noting now that [229, 200]

V =
1
2

∂D
∂J

, (8.9)
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the desired diffusion equation is directly obtained as

∂F
∂ t

=
∂

∂J

(
D

∂F
∂J

)
. (8.10)

In the standard derivations of the above equations it is assumed that motion is
randomized, with respect to the phase of the perturbation, after one period. This is
related to the Markovian assumption, used for example in studying Brownian mo-
tion, according to which the dynamics is characterized by completely uncorrelated
particle orbits, phase-mixing, loss of memory and ergodicity. These statistical prop-
erties naturally lead to the important simplification that the long time behavior of
particle dynamics remains the same after one interaction time with the wave. The
significant drawback is that the diffusion coefficient is singular, with a Dirac delta
function singularity so that further considerations are necessary in order to utilize
such operator in theoretical and numerical studies [340, 117].

The Markovian assumption, however, runs contrary to the dynamical behavior of
particles interacting with coherent perturbations, sincephase space is often a mix-
ture of chaos and order with islands of coherent motion embedded within chaotic
regimes [229]. Furthermore, near the boundaries of such islands particles are ob-
served to “stick” and undergo coherent motion for times muchlonger than the in-
teraction time. Even when the amplitude of the perturbations is assumed to be im-
practically large so that the entire phase is chaotic, the quasilinear theory fails to
give an appropriate description of the evolution of the distribution function [283].
The persistence of long time correlations invalidates the Markovian assumption
[304, 74, 37, 356].

Therefore, we need to develop a kinetic theory, based on firstprinciples, in order
to study a large variety of realistic systems for which the Markovian assumptions are
simply not valid. Recently, such a theory was proposed usingHamiltonian perturba-
tion theory and Lie transform techniques to derive a hierarchy of kinetic evolution
equations that does not rely on any simplifying statisticalassumptions [200]. The
main steps in this theory proceed as follows:

Consider the Hamiltonian corresponding to a generic system

H(J,θ , t) = H0(J)+ εH1(J,θ , t) (8.11)

The Hamiltonian consists of two parts: the integrable partH0(J) that is a function of
the constants of the motionJ of a particle moving in a prescribed equilibrium field,
and

H1(J,θ , t) = ∑
m 6=0

Am(J)ei(m·θ−ω ′
mt) (8.12)

which includes perturbations to the equilibrium field.θ are the angles canonically
conjugate to the actionsJ and t is time. The complex frequencyω ′

m = ωm + iγm
allows for steady state (γm = 0), growing (γm > 0), or damped (γm < 0) waves.
Note that for the case of a charged particle in a toroidal plasma, in the guiding cen-
ter approximation for an axisymmetric equilibrium [189], the three actions are the
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magnetic moment, the canonical angular momentum, and the toroidal flux enclosed
by a drift surface. The respective conjugate angles are the gyrophase, azimuthal an-
gle, and poloidal angle. The perturbation terms correspondto electromagnetic waves
andε is an ordering parameter indicating that the effect ofH1 is perturbative.

According to the proposed kinetic theory [200], the operator D in Eq. (8.10) is
given by

D(J, t) = ∑
m6=0

mm |Am(J)|2e2γmt

Ωm(J)2+ γ2
m

{
γm
[
1−e−γmt cos(Ωm(J)t)

]
+

+Ωm(J)e−γmt sin(Ωm(J)t)
}

(8.13)

whereΩm(J) = m ·ω0(J)−ωm andmm is a dyadic.
In the limit t → ∞ andγmt → 0, Eq. (8.13) leads to a time-reversible evolution

equation. In contrast to the traditional quasilinear theory [340, 117], the kinetic evo-
lution equation (8.10) with the time-dependent operator (8.13) does not distinguish
between resonant and nonresonant particles and includes both growing and damped
waves. In the vicinity of resonances given byΩm = 0, D is continuous and non-
singular even whenγm = 0 and the width of the resonance decreases with time.

This kinetic theory is expected to provide an accurate description of many com-
plex realistic systems of technological interest. Among the most important ones are
fusion plasmas, where charged particles are confined by a static magnetic field and
interact with either static magnetic perturbations or perturbations by radio frequency
waves injected to heat the plasma, drive the current, and suppress local instabilities
[189, 201]. In addition, the theory is directly applicable to space plasmas, particle
acceleration studies and, in general, any Hamiltonian system where chaotic motion
coexists with regular motion in a strongly inhomogeneous phase space.
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191. Macek, M., Dobeš, J., Stránský, P., Cejnar, P.: Regularity-induced separation of intrinsic and
collective dynamics. Phys. Rev. Lett.105, 072503 (2010)

192. MacKay, R.S., Aubry, S.: Proof of existence of breathers for time-reversible or Hamiltonian
networks of weakly coupled oscillators. Nonlinearity7, 1623–1843 (1994)

193. Mackay, R.S., Meiss, J.D., Percival, I.C.: Transport in Hamiltonian systems. Physica D13,
55–81 (1984)

194. Mackay, R.S., Meiss, J.D.: Hamiltonian Dynamical Systems. Adam Hilger, Bristol (1986)
195. Mackey, M.C. Tyran-Kaminska, M.: Deterministic Brownian motion: The effects of per-

turbing a dynamical system by a chaotic semi-dynamical system. Phys. Rep.422, 167–222
(2006)

196. Magnus, W., Winkler, S.: Hill’s Equation. John Wiley and Sons, New York (1969) and
Dover, New York, 2nd ed. (2004)

197. Maniadis, P., Bountis, T.: Quasiperiodic and Chaotic Breathers in a Parametrically Driven
System Without Linear Dispersion. Phys. Rev. E73, 046211 (2006)

198. Manos, T., Athanassoula, E.: Regular and chaotic orbits in barred galaxies - I. Applying
the SALI/GALI method to explore their distribution in several models. Mon. Not. R. As-
tron. Soc.415, 629-642 (2011)

199. Manos, T., Ruffo, S.: Scaling with system size of the Lyapunov exponents for the Hamilto-
nian Mean Field model. Transport Theor. Stat. (2012) In press, E-print arXiv:1006.5341



References 163

200. Manos, T., Skokos, Ch., Bountis, T.: Application of theGeneralized Alignment Index
(GALI) method to the dynamics of multi-dimensional symplectic maps. In: Chandre, C.,
Leoncini, X., Zaslavsky, G. (eds.) Chaos, Complexity and Transport: Theory and Applica-
tions. Proceedings of the CCT07, pp. 356-364. World Scientific, Singapore (2008)

201. Manos, T., Skokos, Ch., Athanassoula, E., Bountis, T.:Studying the global dy-
namics of conservative dynamical systems using the SALI chaos detection method.
Nonl. Phen. Compl. Syst.11, 171–176 (2008)

202. Manos, T., Skokos, Ch., Bountis T.: Global dynamics of coupled standard maps. In: Con-
topoulos, G., Patsis, P.A. (eds.) Chaos in Astronomy. Astrophysics and Space Science Pro-
ceedings, pp. 367-371 (2009)

203. Manos, T., Skokos, Ch., Antonopoulos Ch.: Probing the local dynamics of periodic orbits
by the generalized alignment index (GALI) method. Int. J. Bifurcat. Chaos In press (2012)
E-print arXiv:1103.0700

204. Marn, J. L., Aubry, S.: Breathers in nonlinear lattices: Numerical calculation from the anti-
continuous limit. Nonlinearity9 1501–1528 (1996)

205. Meiss, J.D., Ott, E.: Markov tree model of transport in area-preserving maps. Physica D20,
387–402 (1986)

206. Merkin, D. R.: Introduction to the Theory of Stability.Series: Texts in Applied Mathematics,
Vol. 24, Springer Verlag (1997)

207. Miritello, G., Pluchino, A., Rapisarda, A.: Central limit behavior in the Kuramoto model at
the “edge of chaos”. Physica A388, 4818-4826 (2009)

208. Molina, M.: Transport of localized and extended excitations in a nonlinear Anderson model.
Phys. Rev. B58, 12547–12550 (1998)

209. Mulansky, M., Pikovsky, A.: Spreading in disordered lattices with different nonlinearities.
Europhys. Lett.90, 10015 (2010)

210. Mulansky, M., Ahnert, K., Pikovsky, A., Shepelyansky,D.L.: Dynamical thermalization of
disordered nonlinear lattices. Phys. Rev. E80, 056212 (2009)

211. Mulansky, M., Ahnert, K., Pikovsky, A.: Scaling of energy spreading in strongly nonlinear
disordered lattices. Phys. Rev. E83, 026205 (2011)

212. Nekhoroshev, N.N.: An xponential estimate of the time of stability of nearly-integrable
Hamiltoninan systems. Russ. Math. Surv.32, (6) 1–65 (1977)

213. Nitecki, Z.: Differentiable Dynamics, M.I.T. Press, Cambridge, Mass. (1971)
214. Ovchinnikov, A.A.: Localized long-lived vibrationalstates in molecular crystals.

Sov. Phys. JETP-USSR30, 147 (1970)
215. Panagopoulos, P., Bountis, T., Skokos, Ch.: Existenceand stability of localized oscillations

in 1-dimensional lattices with soft spring and hard spring potentials. J. Vib. Acoust.126,
520-527 (2004)

216. Peierls, R.E.:Theoretical Physics in the Twentieth Century. Edited by M. Fiera and V. F.
Weisskopf, Wiley, New York (1961)

217. Perko, L.: Differential Equations and Dynamical Systems. Springer, New York (1995)
218. Pesin, J.B.: Families of invariant manifolds corresponding to nonzero characteristic expo-

nents. Math. USSR Izv.10, 1261-1305 (1976)
219. Pesin, Ya.B.: Characteristic Lyapunov exponents and smooth ergodic theory.

Russ. Math. Surv.32, (4) 55–114 (1977)
220. Petalas, Y.G., Antonopoulos, C.G., Bountis, T., Vrahatis, M.N.: Evolutionary methods for

the approximation of the stability domain and frequency optimization of conservative maps.
Int. J. Bifurcat. Chaos18, 2249–2264 (2008)

221. Peyrard, M.: The design of a thermal rectifier. Europhys. Lett.7649 (2006)
222. Pikovsky, A., Shepelyansky, D.: Destruction of Anderson localization by a weak nonlinear-

ity. Phys. Rev. Lett.100, 094101 (2008)
223. Poggi, P., Ruffo, S.: Exact solutions in the FPU oscillator chain. Physica D103, 251–272

(1997)
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More Degrees of Freedom, pp. 544–548. NATO Advanced Study Institute,533. Kluwer,
Dordrecht (1999)

238. Ruelle, D.: Ergodic theory of differentiable dynamical systems. Publ. Math. IH́ES50, 27–58
(1979)

239. Ruelle, D.: Measures describing a turbulent flow. Ann. NY Acad.Sci.357, 1–9 (1980)
240. Ruelle, D.: Large volume limit of the distribution of characteristic exponents in turbulence.

Commun. Math. Phys.87, 287–302 (1982)
241. Ruiz G., Tsallis, C.: Nonextensivity at the edge of chaos of a new universality class of one-

dimensional unimodal dissipative maps. Eur. Phys. J. B67, 577–584 (2009)
242. Ruiz, G., Bountis, T., Tsallis, C.: Time-evolving statistics of chaotic orbits of conserva-

tive maps in the context of the central limit theorem. Int. J.Bifurcat. Chaos. in press,
arXiv:1106.6226 (2012, in press)

243. Sakhnenko, V.P., Chechin, G.M.: Symmetrical selection rules in nonlinear dynamics of
atomic systems. Sov. Phys. Dokl.38, 219–221 (1993)

244. Sándor, Zs.,́Erdi, B., Efthymiopoulos, C.: The phase space structure around L4 in the re-
stricted three-body problem. Celest. Mech. Dyn. Astr.78, 113–123 (2000)
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